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The stability of contention resolution protocols for a multiple-access channel is investigated. We start by outlining the different definitions used for stability of such protocols. Then we present sufficient conditions for the positive recurrence of countable state space Markov chains using a potential function defined on their state space. By adding a new condition to the usual negative drift requirement, we show a stronger form of stability which ensures that the expected value of the potential is bounded in the steady state. These conditions are then used to prove stability for various contention resolution protocols in the time-slotted, Bernoulli arrivals, finite model. We study several acknowledgement-based protocols under this model because of their practicality and the minimal assumptions required by this class of protocols.

Let $n$ be the number of users in the system, and suppose that each user has a mean arrival rate $\lambda_i$, and the total system arrival rate is $\lambda = \sum_{i=1}^{n} \lambda_i$. We start by examining the $c$-ary exponential backoff protocol which works as follows. For any constant $c > 1$, user $i$ with a message that encountered $b_i$ collisions so far, transmits with probability $c^{-b_i}$. This class includes binary exponential backoff (a variant of the Ethernet protocol), and we show that for symmetric arrivals and sufficiently large $n$, $c$-ary exponential backoff is positive recurrent for any $\lambda < 1/(cn^{3/4}+\epsilon)$ for some constant $\alpha$, and any $\epsilon > 0$. Furthermore, we prove for $c \geq 2$ that the protocol is unstable (i.e. not positive recurrent) for any $\lambda > \lambda_0 + 1/(4n - 2)$, where $\lambda_0$ is the solution to the equation $\lambda_0 = e^{-\lambda_0}$. For the special case when $n = 2$ and $c = 2$, we present new conditions on the arrival rates which are sufficient for instability.

Next, the stability of age-based protocols (also acknowledgement-based) is studied. In age-based protocols, a message waiting at the head of the queue for $t$ steps is transmitted with probability $p_t$. We show that the age-based protocol where $p_t = 4/(t+4)$ is strongly stable (in the sense that there exists a stationary distribution and the expected load of the system is finite) for symmetric arrivals and any arrival rate $\lambda = 1/(cn^{3/4})$. We also show that any age-based protocol sending with probability $p_t = t^{-\epsilon}$ for some $0 < \epsilon < 1$ is positive recurrent for any $\lambda = O(n^{-1-\epsilon})$. Finally, we conclude with some remarks and open questions.
Consider the problem of sharing a single resource by a distributed set of users. These users have no way of communicating or coordinating their attempts to use this resource, and when two or more users attempt to access this resource at the same time none succeed and they must try again at a later time. The users can, however, utilise the information obtained from the availability of the shared resource to schedule their future attempts. A solution to this problem may be obtained by creating a set of rules that allow the users to share the resource efficiently and with a minimum number of failed attempts. Intuitively, these rules are often stochastic in nature because of symmetry breaking reasons. This set of rules is called a contention resolution protocol, and this is the classical problem of sharing a multiple-access broadcast channel. Even though the shared resource is modelled by a broadcast communication channel (which is mainly due to historical reasons), contention resolution protocols have found many other applications ranging from the Internet to parallel optical computing.

In this thesis we will study simple contention resolution protocols which make a minimal set of assumptions about the kind of feedback received from
the shared resource and do not have knowledge of the total number of users. Members of this class of protocols are said to be acknowledgement-based, and a precise definition of this class will be presented later. We will mainly be interested in answering the question: “under which conditions does a protocol work well?” By “conditions” we generally mean a maximum allowable arrival rate for the requests made by the users. Throughout this thesis we will denote the mean arrival rate of a system by $\lambda$. A protocol works “well” when it is able to satisfy these requests in a reasonable (or at least not infinite) amount of time. Following past practice in the research literature, the shared resource is modelled by a multiple-access broadcast channel, and requests are modelled by incoming messages.

We start this introductory chapter by defining formally this multiple-access channel. We also present the properties and assumptions for two important models for this channel, namely the finite and the infinite models. Then we describe different classes of contention resolution protocols, classified according to the amount of feedback and knowledge necessary for each protocol to work correctly. We will also list some performance measures which were adopted by researchers for picking a “good” protocol. A review of past research in the area of contention resolution protocols is then presented, covering both models. We finish this introductory chapter by a summary of the results of the thesis.

1.1 The Multiple-Access Channel

In the physical world, a multiple-access channel is a broadcast channel such as a coaxial cable, fiber optic wire, radio channel, or satellite channel. This channel is used to provide a means of communication between a geographically distributed set of users with no other means of communication. The channel can also be a metaphor for any other resource shared between a distributed set of users. Because of the broadcast nature of the channel, when two or more users attempt to communicate, their transmissions are scrambled and they must at-
tempt to send their messages at a later time.

As a mathematical model, the multiple-access channel is a single noiseless channel shared among a set of distributed users. Time is divided into discrete steps, or slots. Users communicate by sending messages through the channel. Message sizes are fixed and a single message can be transmitted in a single time unit. Communication over the channel is not centrally controlled, and thus a contention resolution protocol is needed to synchronise transmissions. Users of the channel can detect at the end of a transmission whether it was successful or not. Any step where more than one user sends is called a collision. There are two basic models for the channel:

1. **The infinite model.** This model has appeared under several names in the literature, including the infinite population, Poisson [28, 25], and Queue-free model [20, 21]. In this model users do not maintain queues, and every arriving message enters as a new user. At the beginning of every time step, a number of new users enters the system. This number is drawn from a Poisson distribution with mean $\lambda$. All of the messages present in the system participate in the contention resolution process. Thus, each message decides independently of all others whether or not to send during the current step. This decision is controlled by the specific contention resolution protocol used in the system. In the event that a single message sends during a time step, it is considered successful and is removed from the system. If more than one message sends, a collision is detected and the messages must be sent again at a later time.

2. **The finite model.** Also called the Bernoulli [28, 25] or Queueing model [20, 21]. In this model there are exactly $n$ users sharing the multiple-access channel. Each user maintains a queue of infinite capacity which holds the arrivals into the user. Arriving messages are added to the queues of the users, and at each step user $i$ receives a single new arrival with probability $\lambda_i$. The total mean arrival rate is taken to be $\lambda = \sum_{i=1}^{n} \lambda_i$. During each time step a user decides whether or not to send the message at the head
of its queue independently of other users. If exactly one user sends during the current step, the message is successfully sent and is removed from the queue. Otherwise, all messages remain in the queues and must await retransmission at a later time.

There are advantages for studying a specific protocol under each of the two models described above. The infinite model enables us to better understand the contention process and isolates it from the queueing process. On the other hand, the finite model is more realistic when modelling real applications such as local area or satellite networks. Furthermore, the queueing process seems to have a stabilising effect which results in higher arrival rates for the finite model (as we will see later in the review of related results).

Many authors favour working with the infinite model because they consider it as a “worst case” situation for the finite version of the protocol. They suggest that any protocol which is proven to be stable for the infinite model can be transformed into a similar protocol that is stable for the finite model for some (possibly smaller) arrival rate. This transformation enables the finite model protocol to simulate the infinite one [43]. In this simulation, each message in a finite model system will act as a user and will participate in the contention resolution process (even those waiting in the queues). However, these arguments (which date back to Abramson [2]) are heuristic in nature and give no formal method for the simulation or calculating the new stable arrival rate.

1.2 The Protocols

The research into protocols for sharing a multiple-access channel has a rich history in the Electrical Engineering and Computer Science literature [39]. Most of this research focuses on simple protocols because they are easier to implement and understand. Many of the applications require the protocol to be as simple as possible because of space limitations in the communicating devices. Also, a simple protocol is faster to execute and creates less overhead per time
The amount of channel sensing done by the users is an important aspect of any protocol. Thus, a natural way of classifying contention resolution protocols is by the kind of feedback required by the protocols to determine their transmission schedule. A user in a protocol may get binary \(^1\) feedback in the form of an acknowledgement if it sends successfully, or a non-acknowledgement when sending its transmission coincides with others sending at the same step. In the ternary feedback model (also called 0-1-e feedback), the user receives 0 when all users are silent, 1 when exactly one user sends, or e (for error) when more than one user sends to the channel. A more powerful kind of sensing is m-ary feedback, where all users receive a non-negative integer \(m\), where \(m\) is the number of users that sent a message during the previous step.

Contention resolution protocols can also be divided into the following classes according to the amount of information needed by the protocol to decide when will the user send. Because of the difference in power available to each class of protocols, this classification will help us while comparing previous results according to the assumptions made by each protocol. Note that a user is called active when it has at least one message waiting to be sent.

1. **Full-sensing protocols:** Every user (active or not) in this class of protocols listens to the channel in every step. All users get 0-1-e feedback (or \(m\)-ary feedback in more powerful models) after every step.

2. **Acknowledgement-based protocols:** In acknowledgement-based protocols [28], an active user has knowledge of the history of its own transmission attempts only. This class was introduced because in many applications it is impossible to listen to the channel all the time. Hence, in this class a user only needs to know whether its own transmissions were successful or not. This is usually done by the user receiving acknowledge-
ments from the channel when its transmission is successful. It is also assumed that the user in this class has no knowledge of the number of users in the system. There are two popular subclasses of acknowledgement-based protocols:

(a) **Age-based Protocols:** An age-based protocol [34] associates a probability $p_0, p_1, p_2, \ldots$ for sending a message by an active user with the age of this message. Every active user with a message waiting to be sent for $i$ steps will attempt to send it independent of other users with probability $p_i$.

(b) **Backoff protocols:** Active users in backoff protocols maintain a counter of the number of collisions encountered by a message waiting to be sent. All users with collision (or backoff) counter equal to $i$ send independently with probability $p_i$. There are many popular examples of backoff protocols, including the Ethernet [40] and ALOHA [1] protocols.

3. **Almost-acknowledgement-based protocols:** These are protocols that require in addition to the history of the transmissions of active users, a rough estimate on the total number of users in the system [46, 23].

1.3 **Performance Measures**

There are many ways of measuring how “good” a protocol is. The most basic property that should be present in a good protocol is stability. The intuitive idea behind stability is that the protocol should deliver the incoming messages, and that as time goes by, the messages present in the system should not increase in an unbounded manner. An obvious measure that a protocol designer might be interested in is the average system load $L_{avg}$, which is defined as the average number of messages waiting in the system. We can also measure $W_{avg}$ which is defined as the average number of steps a message has to wait before it is successfully delivered to its destination. Another performance measure is the
return time to the empty state $T_{ret}$, which is defined as the time needed to return to the start state (the state where there are no messages in the system).

Our main tool for analysing these contention resolution protocols will be the Markov chain $X_t$ which will model the behaviour of the system. Each state of this Markov chain is usually specified by the queue sizes of the users and any other relevant information used by the protocol to decide when to transmit messages. A reasonable assumption about all of the systems studied here is that all users start with an empty queue. Thus, we assume that the chain has a unique state $X_0 = (0,0,\ldots,0)$ which is called the empty state. Basically, in this state all users have empty queues. For the chain $X_t$ (and the protocol modelled by $X_t$), define the return time to the start state as

$$T_{ret} = \min\{t \geq 1 \mid X_t = X_0\}.$$ 

The system load at step $t$, denoted by $L(X_t)$, is defined as the total number of messages waiting to be sent (i.e. the sum of the queue sizes) during step $t$. The average load of the system is defined explicitly as

$$L_{avg} = \lim_{t \to \infty} \frac{1}{t} L(X_t).$$

Note that the random variable $L_{avg}$ may not exist, but we are only interested in situations where we can prove that it does. Another way of characterising the system load is by examining it in the steady state of the system. If we can show that the system has a stationary distribution $\pi$, we will also be interested in showing that $E_\pi[L(X_t)]$ is finite. We use the notation $E_\pi[x]$ to denote the expected value of the random variable $x$ in the distribution $\pi$.

In the literature, there are many definitions of stability, and we will precisely describe the definitions adopted for this thesis later in Chapter 2. However, we will define briefly here some popular notions of stability to help us in reviewing past literature. Often, when the arrivals to the users are chosen according to a fixed well defined distribution, the evolution of a protocol can be modelled by a Markov chain. Most of these definitions of stability and instability depend on this underlying Markov chain and its stability.
Next, we present some popular definitions of stability:

1. **Recurrence**: This is basically a property of the underlying Markov chain. An irreducible and aperiodic Markov chain is said to be recurrent if, starting from any state, the probability that it will return to the empty state is one.

2. **Positive recurrence**: A protocol is said to be positive recurrent (some times called ergodic) if, starting from the empty state, $E[T_{rec}] < \infty$. This is again a property of the underlying Markov chain which is assumed to be irreducible and aperiodic, and it implies the existence of a unique stationary distribution for the chain.

3. **Bounded expected load**: Since buffer size is a major concern for hardware designers, we may require that the load be bounded in some way. This certainly has been a major concern for researchers in adversarial queueing networks [6], where the authors define a system to be stable when the expected number of messages waiting to be delivered is finite. (In particular, they require $\sup_t E[L(X_t)] < \infty$, and say nothing about the process having a stationary distribution or not).

4. **Strong stability**: A protocol is strongly stable if, starting from the empty state, both the expected return time to the empty state is finite, and the expected average load is finite. This strong form of stability was proposed by Håstad, Leighton, and Rogoff [27] in an attempt to unify the different notions of stability in a single definition which encompasses the others.

Next, we turn our attention to definitions of instability. A protocol is said to be transient if it is not recurrent (and hence the probability of returning to the empty state is less than 1). A protocol is said to be unstable if it is not positive recurrent (hence the expected return time to the empty state is infinite). Note that transience is a stronger form of instability than non-positivity [41].

---

2To a probabilist, this notion of stability is strange [45]. They usually think of stability as the existence of a unique stationary distribution for the chain. However, to a system designer, the main concern is having a bounded number of messages in the system to ensure that the buffers are not overloaded.
A protocol is said to achieve a throughput $\lambda$ if, when it is run with arrival rate $\lambda$, the average rate of successfully sent messages is $\lambda$. The delay experienced by a message is the number of steps from its arrival to its successful transmission.

The capacity of a protocol is defined as the maximum throughput $\lambda$ such that the expected delay remains finite for all messages [43]. The capacity can be found by analysing the underlying Markov chain representing the evolution of the protocol.

Molle and Polyzos note that (according to their definition) the capacity is different from the maximum throughput because of the finite expected delay requirement. They present a simple example of a round robin protocol which achieves for the infinite model a maximum throughput of 1, but has capacity 0 since the expected delay is infinite for all $\lambda > 0$ [43, page 17].

Whenever possible, we will not be satisfied solely with showing stability of a protocol. A major concern of ours is to find bounds on the expected load in the system, since a protocol may be positive recurrent and yet may have a very large average load. However, as we will see later, this is not always easy to show, especially for some popular cases such as backoff protocols.

### 1.4 Related Results

We next review some of the previous results regarding the stability and performance of contention resolution protocols. These results are classified according to the two basic models: the finite and the infinite. We will restrict the scope of this review to the standard slotted model, where time is divided into equal discrete steps or slots.

#### 1.4.1 The Infinite Model

There is a rich body of research in this model dating back to the 70s after the introduction of the ALOHA protocol by Abramson [1]. Active users in the ALOHA
protocol send with constant probability in every step, and thus have no means of adapting to congestion or bursty situations. ALOHA is clearly a simple acknowledgement-based protocol, but unfortunately there exist many results showing that the ALOHA protocol itself is unstable in the infinite model. A number of these results show that the protocol is not positive recurrent for any $\lambda > 0$, and thus, starting from the empty state, the expected return time is infinite [13, 14, 33]. A stronger result showing that the Markov chain representing ALOHA is transient for any $\lambda > 0$ was first proved by Rosenkrantz and Towsley using a martingale approach [48]. A special case of a result by Kelly [34] also shows that the total number of successful transmissions over time in the ALOHA protocol is finite with probability 1.

Researchers also investigated the behaviour of the ALOHA protocol before it enters into an overloaded state, and found that the protocol had a bistable behaviour where it appears to be stable until it reaches a certain state which made it unstable (in the sense that it never returned to the empty state) thereafter [9]. This behaviour was analysed by Drmota and Schmid [12] who calculate the expected length of time the ALOHA protocol works successfully (when it starts from the empty state) before it diverges and becomes transient.

After the clear evidence showing the inherent instability of constant back-off protocols (i.e. the ALOHA protocol), researchers turned their attention to binary exponential backoff. This was mainly due to the popularity of this protocol which is the basis for the Ethernet [40]. Instead of sending with a fixed probability in every step, binary exponential backoff multiplies the probability by half after every collision. Rosenkrantz [47] showed that this protocol is unstable in the sense that the expected backlog (i.e. number of messages waiting to be sent) is infinite whenever $\lambda > 0.72$. Later, Aldous [4] used an intricate proof to show that binary exponential backoff is unstable for any $\lambda$ in the infinite model. His proof shows that the Markov chain is transient and that the number of successful transmissions is $\alpha(t)$ for any large enough period $0, \ldots, t$.

Another type of acknowledgement-based protocols, called age-based proto-
cols were studied in the PhD thesis of MacPhee [38] and Kelly and MacPhee [35]. The authors calculated a critical value $\lambda_c$ of the arrival rate, and showed that the expected number of successful transmissions is infinite if and only if the arrival rate $\lambda \leq \lambda_c$. Thus when $\lambda > \lambda_c$, the number of successful transmissions is finite and the protocol is unstable. For the ALOHA they showed that $\lambda_c = 0$, and for binary exponential backoff $\lambda_c = \ln(2)$. Ingenoso [31] also considered age-based protocols in his Ph.D. thesis and showed that age-based protocols with monotonically decreasing probabilities $p_0, p_1, \ldots$ are transient for any $\lambda > 0$.

More recently, Goldberg, Jerrum, Kannan and Paterson [21] examined the stability question for general backoff protocols, and showed that no backoff protocol is recurrent for arrival rate $\lambda > 0.42$. Thus this result implies that backoff protocols provably cannot do as well as full-sending protocols (which have been shown to achieve a throughput of 0.48776). They also showed that no acknowledgement-based protocol is recurrent for $\lambda \geq 0.530045$. This implies that age-based protocols cannot do better than this, since they belong to the acknowledgement-based class.

Goldberg, MacKenzie, Paterson, and Srinivasan [23] introduced a protocol which is strongly stable for any $\lambda < 1/e$, and where the expected waiting time of any message is constant. The protocol is similar to acknowledgement-based protocols in the sense that it requires binary feedback for the users transmissions only. However, it also assumes that the users are synchronised and share a common clock. Another achievement of this protocol is that it is the first infinite model protocol which is provably strongly stable (i.e. $E[T_{rel}] < \infty$ and $E[L_{avg}] < \infty$).

If we allow the user the power of full sensing (i.e. ternary or $m$-ary feedback and the complete history of all steps), then many relatively efficient protocols have been proposed for the infinite model. However, this puts many constraints on the protocol which may not be practical in many situations. For example, keeping track of the whole history of the activity in the channel means that all
users must start together from the beginning. Thus users cannot be inactive for a certain period of time and must continuously monitor the channel from step 1. Furthermore, in some situations binary feedback may be all that is available to the users. Molle and Polyzos [43] provide a comprehensive and well written survey of all of the full-sensing protocols in the infinite model, their performance, and methods of analysing them. Their survey also includes some limited sensing and binary feedback protocols.

The discovery of these efficient full sensing protocols dates back to 1978, when Capetanakis [8] and Tsybakov and Mikhailov [52] independently proposed protocols for the infinite model which could achieve capacity of up to 0.347. Their discovery was followed by a sequence of protocols with better capacity leading to the protocol discovered by Gallager [18] (and then rediscovered by Tsybakov and Mikhailov [54]) which could achieve 0.487 capacity. A modification of this protocol was then proposed by Mosely and Humblet [44] which became the most efficient protocol for the infinite model (i.e. in terms of capacity). Modifications to this protocol have been proposed but they all lead to minor improvements in capacity (in the seventh decimal digit). Note also that these protocols can be modified to work in the limited sensing model (i.e. users can switch on and off from sensing the network environment). However, these protocols usually require users who join the system to start in an often lengthy synchronisation process. This initialisation period is used by the new user to calculate some state variables needed by the protocol [43].

1.4.2 The Finite Model

Researchers started considering the finite model by examining the performance of the ALOHA protocol with a fixed set of users. Tsybakov and Mikhailov [53] used a stochastic domination argument and generating functions to specify the conditions under which the Markov chain is either positive recurrent or tran-
sient. These conditions depend on both the arrival rate $\lambda$ and the retrans-
mission probability chosen by the system (which is a constant in the case of
ALOHA). They showed that the optimal operation of ALOHA occurs when the
number of users $n$ is known and fixed. When this is the case, if every user sends
with probability $1/n$ then the protocol is stable (in the sense that the underly-
ing Markov chain is positive recurrent and the expected waiting time is finite)
for any $\lambda < 1/e$ and is unstable otherwise. However, this knowledge of $n$ is
clearly a strong (and in some situations impossible) assumption because of the
following reasons:

1. The protocol is no longer acknowledgement-based.
2. The protocol is no longer truly distributed since there must be a central
controller which determines the value of $n$ and conveys it to the users.
3. The protocol is no longer dynamic (or adaptive), in the sense that it cannot
adapt to different population sizes over time. This is important in many
applications where the number of users varies over time (such as mobile
networks, or Internet applications).

Binary exponential backoff in the finite model was first studied by Good-
man, Greenberg, Madras, and March [25] who proved that the protocol is posi-
tive recurrent for arrival rates smaller than $n^{-\Theta(\ln n)}$. Al-Ammal, Goldberg, and
MacKenzie [3] recently showed (in a result which is generalised in this thesis)
that the binary exponential backoff protocol is stable (i.e. the chain is positive
recurrent) for arrival rates $\lambda \leq 1/(\alpha n^{0.75+\epsilon})$ for some constant $\alpha$, any $\epsilon > 0$ and
sufficiently large $n$. On the instability front, Håstad, Leighton, and Rogoff [27]
showed that binary exponential backoff is unstable (i.e. both $E[T_{\text{red}}] = \infty$ and
$E[\text{avg}] = \infty$) when $\lambda > \lambda_0 + \frac{1}{\ln \lambda_0}$, where $\lambda_0$ is the solution to $\lambda_0 = e^{-\lambda_0}$ and is
approximately 0.567. In Chapter 4, we will generalise this result for any $c$-ary
exponential backoff protocol (i.e. exponential backoff with base $c > 1$). Håstad

\footnote{Because there are $n$ users in the finite model, most authors divide the total arrival rate $\lambda$
symmetrically into $\lambda/n$ for all $n$ users. However, some results allow more flexibility and prove
stability or instability for non-symmetric arrival rates [25].}
et al. [27] also showed that when \( n \) is sufficiently big, then binary exponential backoff is unstable for \( \lambda > 1/2 \).

Håstad, Leighton, and Rogoff [27] also examined other backoff protocols in the finite model. Their most significant result was for polynomial backoff. They showed that polynomial backoff is a better choice than exponential backoff when it comes to stability. In particular, they showed the following:

1. Every polynomial backoff with probability \( p_i = (i + 1)^{-\alpha} \) where \( \alpha > 1 \) is a constant, is stable (i.e., both \( E[T_{rel}] < \infty \) and \( E[L_{avg}] < \infty \)) for any \( \lambda < 1 \).
2. Every polynomial backoff with probability \( p_i = (i + 1)^{-\alpha} \) where \( \alpha \leq 1 \) is a positive constant, is unstable (in the sense that both \( E[T_{rel}] \) and \( E[L_{avg}] \) are infinite) for any \( \lambda < 1 \).

This result produced the first acknowledgement-based protocol that is stable in such a strong sense for such a high arrival rate.

Motivated by the success with polynomial backoff, Goldberg and MacKenzie [22] studied the polynomial backoff protocol when \( n \) clients are communicating with \( k \) servers, and each server deals with contention like a multiple-access channel. Suppose that at each step client \( i \) generates a message for server \( j \) with probability \( \lambda_{i,j} \), and define the mean client-server arrival rate as the maximum over all clients \( i \) and servers \( j \) of the sum of the mean arrival rates associated with client \( i \) or server \( j \). Goldberg and MacKenzie showed that for any mean client to server arrival rate less than one, polynomial backoff is stable. Their proof used the same strong definition of stability introduced by Håstad, Leighton and Rogoff.

Although the results for polynomial backoff were all optimal in terms of arrival rates and stability, no polynomial bound on the expected waiting time or the expected average load was obtained. Raghavan and Upfal [46] however considered the contention resolution problem for an almost-acknowledgement-based model. They assumed that the users had an estimate of the logarithm of \( n \), the total number of users. They showed that if the arrival rate is less than \( 1/10 \), then the expected waiting time of each message is \( O(\log(n)) \). This result
also applies to systems with multiple-servers. Goldberg, MacKenzie, Paterson, and Srinivasan [23] designed another contention resolution protocol which also assumes knowledge of an upper bound on $n$ and which is stable (in the strong sense defined by Håstad et al., i.e. where $E[T_{rel}] < \infty$ and $E[L_{avg}] < \infty$) for $\lambda < 1/e$. However, the major achievement of this protocol is that the expected average waiting time of messages is $O(1)$.

1.5 Which protocols are we interested in?

In the preceding review, we have seen that there exists many good protocols which are stable when we can afford one or more of the following:

1. full sensing (including knowledge of the whole past history from step 1 by all users),
2. ternary feedback,
3. some knowledge of the number of users $n$.

However, in many practical situations these assumptions are not true. We are interested in protocols that are strictly acknowledgement-based, and where the value of $n$ is not known to the users (or where $n$ may vary over a vast range of numbers over time). Consider for example the following situation illustrated in Figure 1.1.

A server is active and is waiting for requests from clients. The number of clients may vary over time, so $n$ is not known. This is typical of Internet-type conditions, where the number of users accessing a server can vary according to the time of day or other factors. Also, the clients have no means of knowing whether the server is busy when they do not send any requests. A request is either answered by an acknowledgement and the requested data, or a busy signal.

This behaviour is typical of TCP/IP network protocols [32, 50]. Although TCP/IP contains a wide range of protocols, those concerned with wide area networking use acknowledgement feedback to limit network traffic. Enabling all
Figure 1.1: An example of a client server protocol on a wide area network such as the Internet. An unknown number of clients competing for a single server on a network with unknown topology. Requests and acknowledgements may be lost so the only indication of success is the reception of an acknowledgement signal from the server. Other clients may join the contention process for the server or may leave without notifying the server or the other clients.
clients in the TCP/IP network to monitor the server’s activity even when they are not accessing this server will increase the network traffic by an unacceptable amount. Furthermore, similar to TCP/IP, the network has an unknown topology and it is not possible to calculate the number of clients using the server.

This situation can obviously be modelled by a multiple-access channel representing the server, and users representing the clients. The channel has binary feedback and the protocol controlling the clients must be acknowledgement-based. In fact, this situation is somewhat similar to the http protocol which requires that http clients use a modified version of binary exponential backoff [16]. A quick search through the literature shows that binary exponential backoff seems to be very popular among protocol and network designers. Other networking protocols which implement versions of binary exponential backoff include Ethernet and TCP/IP ⁴ [30].

In this thesis we are interested in the study of acknowledgement-based protocols. The reasons for limiting this study to this class of protocols are the following:

1. The class of acknowledgement-based protocols makes very few assumptions about the user’s sensing power and the information available to the users. Thus these protocols work in situations where the number of users is unknown or may vary with time, and do not require full sensing. A user can become active or inactive at any stage in the running of the protocol. This simplicity is necessary in many practical situations and for many kinds of networks where users are truly distributed.

⁴Actually, binary exponential backoff has always been a favourite among programmers and network designers mainly because of its simplicity which it derives from being an acknowledgement-based protocol. It requires very little information about the network and the actions of the server. Furthermore, the client or user only needs to keep track of a single integer counter. The admiration for this protocol was stated by one of the designers of the TCP/IP protocol in the following remark [32]: “For a transport endpoint embedded in a network of unknown topology and with unknown, unknowable and constantly changing population of competing conversations, only one scheme has any hope of working – exponential backoff.” The author does not present proof or (even empirical) justification for this remark other than Kelly’s [34] proof that anything slower than exponential backoff is unstable in the infinite model.
2. Acknowledgement based protocols are not understood as well as other classes such as the tree or stack protocols proposed by Capetanakis [8] and Tsybakov and Mikhailov [53]. In the finite model, many open questions remain about the existence of an acknowledgement-based protocol that is both stable for high arrival rates and has small expected load. Although polynomial backoff is stable for any $\lambda < 1$, the only known bound on its average expected load is exponential in $n$.

Furthermore, we have chosen to concentrate on understanding the stability of exponential backoff protocols because of their widespread use in applications and their simplicity.

### 1.6 Summary of Results

Our main tools for proving that a protocol is stable are Markov chains and an associated nonnegative function called the potential function. In the next chapter, we start by presenting some notation and definitions of stability and related concepts. Then we present some theorems and lemmas for establishing stability of a Markov chain using suitable potential functions. The main contribution of Chapter 2 is a lemma which shows that a Markov chain is stable in a strong sense (i.e. $E[T_{red}] < \infty$ and $E_x[L(X_t)] < \infty$) if the expected drop in the square of the potential is at least equal to the potential that we started with. This drop in the square of the potential is calculated over a state dependent number of steps (which is bounded by a constant).

Although such a lemma exists in the paper by Håstad et al. [27], the authors made a small error which breaks down their proof. Goldberg and MacKenzie [22] then produced a correct proof for some similar conditions which

---

5Håstad et al. indicate that their analysis of polynomial backoff "reveals that $E[L_{avg}]$ is at most $P((1 - \lambda)^{-1})2^{Q(n)}$ where $P$ and $Q$ are polynomial functions."

6In the proof of their Lemma 3.3, Håstad, Leighton, and Rogoff [27] use a hitting time (which is at least 0) instead of a first return time (which is at least 1). This renders the proof incorrect and unusable, since their analysis depends on their use of a hitting time, and the Theorem they use from Meyn and Tweedie [41] only works with return times.
do not exactly match the requirements of our applications. We develop in Chapter 2 a new proof for this lemma and show that these conditions are sufficient for a strong sense of stability of the Markov chain (where the chain is positive recurrent and the expected value of the potential function is bounded in the steady state). The new proof uses an embedded Markov chain to show that the original chain is strongly stable.

In Chapter 3 we study the stability of a class of protocols which includes binary exponential backoff. For any \( c > 1 \), sufficiently large constant \( \alpha \) and any positive constant \( \epsilon \), we show that the general class of \( c \)-ary exponential backoff protocols are stable (positive recurrent) for symmetric arrival rates and overall arrival rate \( \lambda \leq 1/(cn^{0.75+\epsilon}) \). As a special case of this result, we improve the previous known bound on the stability (i.e., positive recurrence) of binary exponential backoff, which was \( n^{-\alpha \log n} \) [25]. Note that this result originally appeared in Al-Ammal, Goldberg, and MacKenzie [3] for binary exponential backoff, and is generalised in Chapter 3 for \( c \)-ary exponential backoff protocols for any constant \( c > 1 \).

In Chapter 4, we show that the class of \( c \)-ary exponential backoff protocols are unstable (for \( c \geq 2 \)), in the sense that the process has no stationary distribution (i.e., \( E[T_{rel}] = \infty \)), for any arrival rate \( \lambda > \lambda_0 + \frac{1}{4n^2} \), where \( \lambda_0 \) is a constant approximately equal to 0.567. Then we present sufficient conditions under which any system running the binary exponential backoff protocol with two users is unstable. These conditions improve the previously known results [27] for the two user case from \( \lambda > 0.733667 \) to \( \lambda > 2/3 \) when arrival rates are symmetric. We also give some conditions for non-positivity for general non-symmetric arrival rates.

Next, we turn our attention to age-based protocols in Chapter 5. We present an age-based protocol which is similar to binary exponential backoff, and show that it is strongly stable for \( \lambda \leq 1/(cn^{0.75}) \) for some constant \( \alpha \) and big enough \( n \). Seeking some general results for age-based protocols, we investigate the stability of protocols which send messages aged \( t \) steps with probability \( p_t = t^{-\epsilon} \),
where $0 < \varepsilon < 1$. Under some weaker definition of stability than used for the first age-based protocol (i.e. positive recurrence only), we show that such protocols are stable as long as $\lambda \leq 1/(\alpha n^{1+1/\varepsilon})$. We end the thesis with some remarks, a discussion of other methods for showing stability, and open questions.
Chapter 2

Stability Conditions for Markov Chains

Markov chains are simple processes which seem to capture the behaviour and structure of many real life applications and phenomena. These applications span a wide range of disciplines including control, queueing theory, financial modelling, biology, telecommunications, and computer science among others.

The present chapter is mainly concerned with presenting results about Markov chains that will be useful later as tools for showing the stability of contention resolution protocols. These theorems specify conditions necessary for a Markov chain to be stable (under different conditions of stability).

Some of the ideas and methods developed in this chapter have been adopted from Håstad, Leighton, and Rogoff [27]. However, as was stated in the summary in Chapter 1, the main lemma used by them to show stability when certain drift conditions are true (Lemma 3.3 in [27]) has an incorrect proof. Also, some of the details of their use of a result by Meyn and Tweedie are missing. We develop a new proof for this lemma and fill in the missing details for using the Meyn and Tweedie theorem.
2.1 Definitions and Notation

We begin with some notation concerning Markov chains and their properties. Most of this is standard notation that can be found in any good text in applied probability or stochastic processes [26]. However, we restate these definitions here for convenience and completeness. Note that the notation is very similar to that used by Tweedie and Meyn [53]. The reader is referred to their book and to Grimmit and Stirzaker [26] for more information.

A Markov chain is a sequence of random variables \( \{X_0, X_1, \ldots \} \), where the random variable \( X_t \) is defined on some countable state space \( \mathcal{X} \). The basic feature of a Markov chain, as opposed to other sequences of random variables, is that it adheres to the following property.

**Definition 2.1** The process \( \{X_t\} \) is a Markov chain if it satisfies the Markov property:

\[
\Pr(X_t = s \mid X_0 = x_0, \ldots, X_{t-1} = x_{t-1}) = \Pr(X_t = s \mid X_{t-1} = x_{t-1})
\]

for all \( t \geq 1 \) and all \( s, x_0, x_1, \ldots, x_{t-1} \in \mathcal{X} \).

Informally, this property indicates that the future actions in a Markov chain depend on its current state only, and not on how it arrived to this state.

The evolution of the chain is determined by its transition probabilities. Let \( p(x, y) \) denote the single step transition probability from state \( x \) to state \( y \). All of the chains described in this thesis are time-homogeneous, and thus have the following property for all \( t \),

\[
\Pr(X_{t+1} = x \mid X_t = y) = \Pr(X_1 = x \mid X_0 = y).
\]

This property ensures that the transition probabilities do not depend on \( t \), but on the specific state the chain is in. Thus, in homogeneous chains \( p(x, y) = \Pr(X_t = y \mid X_{t-1} = x) \) for all \( t \).

Next, we present some more notation regarding the transition probabilities of the chain. Let

\[
p(x, A) = \sum_{y \in A} p(x, y)
\]
be the one step transition probability from state \( x \) to any state in the set \( A \). The \( i \)-step transition probability

\[
p^i(x, y) = \Pr(X_t = y \mid X_{t-i} = x)
\]

is the probability that the chain will move from state \( x \) to state \( y \) in exactly \( i \) steps. Similarly, the probability that the chain, starting in state \( x \), will be in any state in set \( A \) in exactly \( i \) steps is defined as

\[
p^i(x, A) = \sum_{y \in A} p^i(x, y).
\]

The first return time to a set \( A \) is defined as

\[
\tau_A = \min\{t \geq 1 : X_t \in A\}.
\]

Throughout this chapter the symbols \( x, y, \) and \( z \) will be used to denote states in \( X \), while \( A, B, \) and \( C \) will denote subsets in \( X \). We denote by \( \Pr_x(E) \) the probability of event \( E \) conditioned on \( X_0 = x \). The probability that the chain ever enters set \( A \) starting from state \( x \) is denoted by

\[
L(x, A) = \Pr_x(\tau_A < \infty).
\]

Next we present definitions for the standard properties of aperiodicity and irreducibility, and then define the stationary distribution of a Markov chain.

**Definition 2.2 (Aperiodicity)** The period \( d(x) \) of a state \( x \) is defined by

\[
d(x) = \gcd\{i : p^i(x, x) > 0\}.
\]

We call \( x \) periodic if \( d(x) > 1 \) and aperiodic if \( d(x) = 1 \). A chain is called aperiodic if all of its states are aperiodic.

**Definition 2.3 (Irreducibility)** The chain \( X_t \) is called irreducible if for any pair \( x, y \) of states we have \( p^m(x, y) > 0 \) for some \( m \geq 0 \).
A Markov chain which is both irreducible and aperiodic may have a stationary distribution. This distribution is a limiting distribution which is independent of the starting state of the Markov chain, and specifies the probabilities of being in a certain state once the chain enters this steady state. Basically, this distribution is a good description of the long term behaviour of the chain.

Definition 2.4 (Stationary distribution) The vector $\pi$ is called a stationary distribution of the chain $X_t$ if $\pi$ has components $(\pi_x : x \in X)$ such that

(a) $\pi_x \geq 0$ for all $x$, and $\sum_x \pi_x = 1$.

(b) $\pi_x = \sum_y \pi_y p(x,y)$ for all $x$.

It is a well known fact in probability theory that, when such a distribution exists, and if the Markov chain is in the stationary distribution at step $t$, it remains in the stationary distribution at step $t+1$. Intuitively, the stationary distribution describes the steady-state behaviour of the Markov chain. This distribution is also a limiting distribution, and the chain approaches it as time approaches infinity. Although all Markov chains with a finite state space possess a stationary distribution, in the countable state space case we must explicitly show its existence. Thus, throughout this thesis our goal will be to prove the existence (or nonexistence) of this stationary distribution for various denumerable Markov chains modelling contention resolution protocols. We will also attempt to characterise some properties of the system, such as the system load, when the chain enters this stationary distribution.

2.2 Definitions of Stability

The main goal of this thesis is the study of the performance of contention resolution protocols. The most obvious and intuitive measure for the success of a protocol is its ability to deliver the incoming packets to their destination in a reasonable amount of time. This can be measured in several ways. For example, we can calculate the average waiting time $W_{avg}$ of a message before it is
successfully delivered to its destination. Practitioners and engineers might be interested in the average number of waiting messages over time $L_{avg}$ to decide on appropriate queue sizes at each station.

Even though these two measurements might seem different at first sight, previous research has shown that they are actually closely related. In fact, it was shown that with probability one,

$$L_{avg} = \lambda W_{avg}$$

where $\lambda$ is the overall arrival rate of messages into the system [51]. Since the protocols that will be studied here are all randomised, it is crucial that the expected average load $E[L_{avg}]$ and the expected average waiting time $E[W_{avg}]$ be as small as possible. Clearly, we would like to prove that at least $E[L_{avg}] < \infty$.

Another notion of stability, which is very popular in the applied probability literature requires that the chain returns to the starting state with probability one. This property is called recurrence. A stronger stability property, called positive recurrence requires that $E[T_{rel}] < \infty$. Both properties are formally defined as follows.

**Definition 2.5** A chain is said to be recurrent if it returns to the start state with probability one. The chain is said to be positive recurrent if $E[T_{rel}] < \infty$.

**Definition 2.6** A contention resolution protocol is said to be positive recurrent if $E[T_{rel}] < \infty$.

We will mostly be concerned with positive recurrence since it is a stronger property than recurrence and it guarantees the existence of a unique stationary distribution in all irreducible homogeneous Markov chains [7, page 104].

For the contention resolution protocols that will be studied later, this is equivalent to showing that the expected time needed for the system to empty its queues is finite. Thus assuming that the contention resolution protocol can be modelled by a Markov chain, we can use tools from probability theory to
show that $E[T_{rel}] < \infty$. These tools include potential (or Lyapunov) functions and drift conditions which will be described in the next section.

Ultimately, we are interested in studying the stability of contention resolution protocols. Thus we will next define a stronger stability concept than positive recurrence for a system of $n$ users running such a protocol. We will assume that each user holds a queue of messages waiting to be sent. To cover both performance measures described above, we will require that both $E[T_{rel}]$ and $E_{\pi}[L(X_t)]$ be finite in our definition of stability.

Now we are ready to present the formal definition for stability of a contention resolution protocol.

**Definition 2.7** A contention resolution protocol is said to be strongly stable if both of the following conditions are satisfied

1. $E[T_{rel}] < \infty$, and
2. $E_{\pi}[L(X_t)] < \infty$.

This is equivalent to saying that the Markov chain $X_t$ modelling the protocol is positive recurrent and that the expected load of the system in the steady state is finite. This definition of stability is a strong one since it requires the existence of a stationary distribution and for the load function to be finite under this distribution. A similar definition was first adopted by Håstad, Leighton, and Rogoff [27] in an attempt to unify the different versions of stability that appear in the contention resolution literature. However, they require positive recurrence and $E[L_{avg}] < \infty$.

Note that if there exists a function $f$ such that $L(X_t) \leq f(X_t)$ and the chain $X_t$ has a stationary distribution $\pi$ with $E_{\pi}[f(X_t)] < \infty$, then we can conclude that $E_{\pi}[L(X_t)] < \infty$. Therefore, we will often pick a potential function $f$ which is an upper bound on the system load, and show that the expected value of this potential function is finite in the steady state.

Let $B(X)$ be the power set of the state space $X$. The following definition will be necessary later.
**Definition 2.8** A set $C \subseteq X$ is called small if there exists an $m > 0$ and a non-trivial measure $\nu_m$ on $B(X)$, such that for all $x \in C$, and $B \subseteq X$,

$$p^n(x, B) \geq \nu_m(B). \quad (2.1)$$

### 2.3 Establishing Positive Recurrence and Strong Stability Using Drift

Let $X_t$, for $t = 0, 1, \ldots$ be a Markov chain defined on a countable state space $X$. The most common tool for proving that a Markov chain is positive recurrent is Foster’s theorem [17].

**Theorem 2.1 (Foster)** A time-homogeneous irreducible aperiodic Markov chain $X_t$ with a countable state space $X$ is positive recurrent iff there exists a positive function $f(\rho)$, $\rho \in X$, a number $\epsilon > 0$, and a finite set $C \subseteq X$, such that the following inequalities hold.

$$E[f(X(t+1)) - f(X(t)) \mid X(t) = \rho] \leq -\epsilon, \quad \rho \notin C \quad (2.2)$$

$$E[f(X(t+1)) \mid X(t) = \rho] < \infty, \quad \rho \in C. \quad (2.3)$$

Basically, the idea is to use a “potential function” $f$ to follow the progress of the chain. The function $f$ is positive for all states in $X$. The theorem states that the chain is positive recurrent iff there exists a potential function $f$ which

1. usually decreases (Equation (2.2)), and
2. cannot increase much (Equation (2.3))

in a single step. Equation (2.2) implies that, from any state $\rho \notin C$, the expected time to reach $C$ from $\rho$ is at most $f(\rho)/\epsilon$. This (combined with Equation (2.3)) implies that the expected return time to $C$ is finite, which in turn implies that the chain is positive recurrent. (For more details on Foster’s theorem and its proof see [15, 41].)

---

1 This function is sometimes called a Lyapunov or test function by other authors.
2.3.1 Multiple step drifts

We use the word drift to describe the expected change in the potential function, $E[f(X_{t+1}) - f(X_t)]$. This is sometimes called the single step drift, and other multiple step drifts can be defined where the expected change is taken over more than one step.

The original Foster's theorem works by examining single step drifts. In practice, it can be difficult to find a potential function satisfying the criteria in Foster's theorem. Many natural functions will not exhibit negative drift in a single step. However, in some situations, it can be easier to show that the drift is negative when considering multiple steps. For example, consider a protocol running on a multiple-access channel where there are two stations which will send with probability one. A collision in this case is unavoidable, and no improvement in any natural potential function is possible in a single step. However, it is reasonable to assume that this situation will change after a certain number of steps.

Tools for showing positive recurrence when the multiple step drift is negative are available in the applied probability and Markov chain literature [41, 15]. For example, the following generalisation of Foster's theorem [15] will be used later to show positive recurrence of some contention resolution protocols.

**Theorem 2.2 (Foster; Fayolle, Malyshev, Menshikov)**

A time-homogeneous irreducible aperiodic Markov chain $X$ with a countable state space $X$ is positive recurrent iff there exists a positive function $f(s), s \in X$, a number $\epsilon > 0$, a positive integer-valued function $k(s), s \in X$, and a finite set $C \subseteq X$, such that the following inequalities hold.

\[
E[f(X_{t+k(s)}) - f(X_t) \mid X_t = s] \leq -\epsilon k(s), s \notin C \quad (2.4)
\]

\[
E[f(X_{t+k(s)}) \mid X_t = s] < \infty, s \in C. \quad (2.5)
\]
2.3.2 Strong stability

In this section we will derive some criteria for showing strong stability with multiple step drift. As was stated earlier, this kind of stability requires positive recurrence of the chain and a bound on the expected load in the steady state. We will achieve this using an embedded process which jumps over these multiple steps. This process is also a Markov chain using the strong Markov property, and it will enable us to show stability for the original chain.

We start by presenting the following definition of \( \varphi \)-irreducibility which is copied from Meyn and Tweedie [41, page 87].

**Definition 2.9** We call \( X_t \) \( \varphi \)-irreducible if there exists a measure \( \varphi \) on \( \mathcal{B}(X) \) such that, whenever \( \varphi(A) > 0 \), we have \( L(x, A) > 0 \) for all \( x \in X \).

If there exists a measure \( \varphi \) which satisfies Definition 2.9 then the Markov chain is also \( \psi \)-irreducible for a unique maximal irreducibility measure \( \psi \) using the following proposition [41, page 88].

**Proposition 2.3** If \( X_t \) is \( \varphi \)-irreducible for some measure \( \varphi \), then there exists a probability measure \( \psi \) on \( \mathcal{B}(X) \) such that

1. \( X_t \) is \( \psi \)-irreducible;
2. for any other measure \( \varphi' \), the chain \( X_t \) is \( \varphi' \)-irreducible if and only if \( \psi > \varphi' \).

We will show now that every countable state space, irreducible and aperiodic chain is \( \varphi \)-irreducible, and thus there exists a maximal irreducibility measure \( \psi \) for which the chain is \( \psi \)-irreducible and every other irreducibility measure is dominated by \( \psi \). Note that we will not explicitly use the properties of \( \psi \)-irreduciblity. We are only interested in ensuring that the chain \( X_t \) has this property in order to use Theorem 2.4 below to show that \( X_t \) is strongly stable.

In general, we can show that every countable state space Markov chain which is irreducible and aperiodic is \( \psi \)-irreducible by specifying the measure \( \varphi \) as the counting (or cardinality) measure. In other words, for every set \( A \subseteq X \),

\[
\varphi(A) = |A|.
\]
Clearly, this satisfies Definition 2.9 since any nonempty set $A$ is reachable from any state $x$ in an irreducible countable state space chain. Therefore, we conclude that $X_t$ is $\psi$-irreducible according to Proposition 2.3. In general, suppose that the chain is irreducible, then it is $\varphi$-irreducible for any measure $\varphi$ which assigns measure 0 to the empty set. Then by Proposition 2.3 there exists a probability measure $\psi$ for which it is $\psi$-irreducible.

The following theorem will be invoked later to show that (under some conditions) the Markov chain $X_t$ is strongly stable. It is due to Meyn and Tweedie and is Theorem 14.0.1 in their book [41].

**Theorem 2.4 (f-Norm Ergodic Theorem)**

Suppose that a chain $X_t$ is $\psi$-irreducible and aperiodic, and let $f \geq 1$ be a function defined on its state space $X$. Then the following statements are equivalent:

(i) The chain is positive recurrent with invariant probability measure $\pi$ and

$$\pi(f) := \int \pi(dx)f(x) < \infty.$$  

(ii) There exists some small set $C \subseteq X$ such that

$$\sup_{x \in C} E_x[\sum_{t=0}^{\tau_C-1} f(X_t)] < \infty.$$  

(iii) There exists a constant $b$ and a small set $C$ and some function $V : X \to \mathbb{R}^+ \cup \infty$ satisfying $V(x_0) < \infty$ for some $x_0 \in X$, and

$$E[V(X_{t+1}) - V(X_t)] \leq -f(X_t) + b1_C(X_t).$$  

The $f$-Norm Ergodic Theorem is stated in terms of general state space chains. Since the Markov chains we will be studying are all countable state space irreducible and aperiodic chains, we can make some assumptions to simplify the requirements of the theorem.

Note also that there were two changes that we have made while restating Theorem 14.0.1 from Meyn and Tweedie [41] as Theorem 2.4 here. First, note that the original statement of the theorem in Meyn and Tweedie uses petite sets
in describing set $C$ in statements (ii) and (iii). We have replaced the word petite by small because every small set is petite\(^2\) (see Meyn and Tweedie [41], p. 121 and Proposition 5.5.3). So, if a small set $C$ exists with the desired properties, then it can be considered as petite and may be used in the theorem. Secondly, we must show that the chain $X_t$ is $\psi$-irreducible.

Because of the countable state space and the properties of irreducibility and aperiodicity of $X_t$, we can show that every finite subset of a countable state space is a small set. This will be useful later, since we will set $C$ in Theorem 2.4 to a finite set.

**Proposition 2.5** In an irreducible and aperiodic Markov chain with countable state space $X$, every finite set $C$, where $C \subseteq X$, is small.

**Proof:** To show that every finite set $C$ of states is small, we must show that there exists a non-trivial measure $\nu_m$ on $B(X)$ such that for all $x \in C$, and $B \subseteq X$,

$$p^m(x, B) \geq \nu_m(B).$$

Since $X_t$ is irreducible, by definition, for any two states $x$ and $y$

$$p^i(x, y) > 0 \quad \text{for some } i \geq 0.$$

Also, since $X_t$ is aperiodic, then for any two states $x$ and $y$

$$p^i(x, y) > 0 \quad \text{for a sufficiently large } i.$$

Let us set $\nu_m(B) = \delta \varphi(B)$ for some $\delta > 0$ and for $\varphi(B) = |B|$ the counting measure. Then for all $x \in C$,

$$p^m(x, B) = \sum_{y \in B} p^m(x, y) > 0 \quad \text{for any nonempty set } B \subseteq X.$$

This is true since irreducibility and aperiodicity guarantee the existence of a sufficiently large $m$ such that this is true. This proves the existence of the non-trivial measure $\nu_m(B)$, and therefore $C$ is small by Definition 2.8. \(\blacksquare\)

\(^2\)Actually, the converse is also true when the Markov chain is irreducible and aperiodic. See Theorem 5.5.7 in [41].
Next we present a lemma with necessary conditions for strong stability. It specifies two conditions which are sufficient to show that a Markov chain is positive recurrent and that the potential function has a finite expected value in the stationary distribution. This lemma will enable us to show stability by examining the drift over multiple steps instead of the single step criterion used in Theorem 2.4. Furthermore, the number of steps that we will examine depends on the starting state. This will give us more flexibility when dealing with different kinds of starting situations depending on the starting state (such as big queues or large backoff counters). As we pointed out earlier, this lemma was suggested by Håstad et al. [27]. We present here a completely new proof for it which uses an embedded chain and the $f$-norm ergodic theorem.

**Lemma 2.6** Suppose that a chain $X_t$ has a countable state space and is irreducible and aperiodic, and let $f \geq 1$ be a function defined on the state space $X$. If there exists a constant $K < \infty$ and a function $k : X \to \{1, \ldots, K\}$, and both of the following conditions are true.

(V1) There exists a constant $b < \infty$ and a finite set $C \subseteq X$ and some non-negative function $V : X \to \mathbb{R}^+ \cup \infty$ satisfying $V(x_0) < \infty$ for some $x_0 \in X$, and

$$E[V(X_{t+k}(x_i))] - V(X_t) \leq -f(X_t) + b1_C(X_t).$$

(V2) There exists a constant $d$ such that for every starting state $X_t$,

$$f(X_{t+1}) < d f(X_t).$$

Then the chain $X_t$ is positive recurrent with invariant probability measure $\pi$ and $E_\pi[f(X_t)] < \infty$.

**Proof:**

The main difficulty in applying Theorem 2.4 to the proof of this lemma is that condition (V1) is true over (possibly) multiple steps while statement (ii) in the theorem uses a single step only. To deal with this we will work initially with an embedded Markov chain $\tilde{X}_t$. The same construction of $\tilde{X}_t$ has been used by
Meyn and Tweedie for obtaining state dependent drift criteria (see Meyn and Tweedie [41], page 466). Using the function $k(x)$ we will define a new transition law for $\hat{X}_t$ as follows

$$\hat{\rho}(x, y) = p^{k(x)}(x, y),$$

where $p^{i}(x, y)$ is the probability that starting from state $x$ the chain will end up in state $y$ in exactly $i$ steps.

The embedded Markov chain can be constructed as follows. First, note that $k(x)$ as defined in the hypothesis of the lemma is a stopping time. Let $s(i)$ denote the iterates of this stopping time. In other words, let

$$s(0) = 0,$$
$$s(1) = k(X_0),$$
$$\vdots$$
$$s(i + 1) = s(i) + k(X_{s(i)}).$$

Using the strong Markov property (see for example Brémaud [7] page 85) we conclude that

$$\hat{X}_i = X_{s(i)}, \quad i \geq 0$$

is also a Markov chain with transition probabilities $\hat{\rho}$. Informally, the embedded chain will be jumping along some of the states in any path of the original chain. Its states will coincide with the original chain’s states at exactly the stopping times defined above. For an illustration of the embedded chain and its relation to the original chain, refer to Figure 2.1.

Notice that we are using a finite set $C$ in the statement of this lemma, instead of the small set specified in Theorem 2.4. This is allowed since in the countable state space setting when the chain is irreducible and aperiodic we can show that every finite set $C \subseteq X$ is small. This has been established using Proposition 2.5.

Let $\hat{\tau}_C$ be the first return time by the embedded chain $\hat{X}_t$ to the set $C$. Notice that $s(\hat{\tau}_C)$ denotes the return time by the original chain $X_t$ along an
embedded path, and it is easy to see that

$$\tau_c \leq s(\hat{\tau}_C).$$  \hfill (2.8)

Notice now that using condition (V1) for the embedded chain and in a single step,

$$E[V(\hat{X}_{t+1}) - V(\hat{X}_t)] \leq -f(\hat{X}_t) + 1_C(\hat{X}_t).$$

Therefore, statement (iii) in Theorem 2.4 is satisfied by the embedded chain. This leads us to conclude that $\hat{X}_t$ is positive recurrent with stationary distribution $\hat{\pi}$ and that $E_{\hat{\pi}}[f(x)] < \infty$.

Since the three statements in Theorem 2.4 are equivalent, from statement (ii) we conclude that for the embedded chain $\hat{X}_t$, there exists a small set $\tilde{C} \subseteq X$ such that

$$\sup_{x \in \tilde{C}} E\left[ \sum_{i=0}^{\tilde{\tau}_C-1} f(\hat{X}_i) \right] < \infty.$$  \hfill (2.9)
Returning back to the original chain $X_t$, starting from any state $X_0 \in C$, 

$$
E[\sum_{i=0}^{\tau_C-1} f(X_i)] \leq E[\sum_{i=0}^{s(\tau_C)-1} f(X_i)]
$$

$$
= E[\sum_{i=0}^{\tau_C-1} \sum_{j=0}^{K(\tilde{\tau}_C)-1} f(X_{s(i)+j})]
$$

$$
\leq E[\sum_{i=0}^{\tau_C-1} \sum_{j=0}^{K-1} f(X_{s(i)+j})]
$$

$$
\leq E[\sum_{i=0}^{\tau_C-1} \sum_{j=0}^{K-1} d^j f(\tilde{X}_i)]
$$

$$
= \sum_{j=0}^{K-1} d^j E[\sum_{i=0}^{\tau_C-1} f(\tilde{X}_i)]
$$

$$
< \infty.
$$

The first inequality is obtained using Inequality (2.8). The first equality is true since we can decompose the summation into the sum of the values of the function $f$ at the stopping times (i.e. in the embedded chain) and the sum of the values of $f$ at the states between these stopping times in the original chain. The second inequality is true since the function $k$ is bounded from above by the constant $K$, and the third inequality is obtained from condition (V2). Finally, we apply the bound in Inequality (2.9) to show that the whole thing is finite.

Notice that we have now proved that for the original chain, there exists a small set $C$ such that

$$
\sup_{x \in C} E[\sum_{i=0}^{\tau_C-1} f(X_i)] < \infty.
$$

Using Theorem 2.4 again (but this time on the original chain $X_t$), we conclude that statement (ii) is true. Hence, using statement (i), the original chain $X_t$ is positive recurrent with stationary distribution $\pi$ and the expected value of the function $f$ in the stationary distribution is finite. □

Although for most systems it is easy to check if condition (V2) is satisfied.
by the underlying Markov chain and the specified potential function \( f \), finding
a suitable function \( V \) that will satisfy condition (V1) is usually hard. Therefore,
we will show in the next lemma that when we set \( V \) to be the square of the function
\( f \), condition (V1) can be replaced by two conditions which will be simpler
to verify for the systems that will be studied later. Note that this lemma is due
to Håstad, Leighton, and Rogoff [27] who used it in proving that polynomial
backoff is stable.

**Lemma 2.7** Suppose that a chain \( X_t \) has a countable state space and is irre-
ducible and aperiodic, and let \( f \geq 1 \) be a function defined on its state space \( X \).
Suppose that there exists a constant \( K \) and a function \( k : X \to \{1, \ldots, K\} \). Let us
define the function \( V(x) = f^2(x) \). If \( C \) is a finite set, \( \sigma \) is some positive constant,
and for every state \( X_t \) in \( X - C \) the following conditions are true:

(C1) \[ E[(f(X_{t+k(X_t)}) - f(X_t))^2] \leq (2\sigma - 1) \cdot k(X_t) \cdot f(X_t), \]

(C2) \[ E[f(X_{t+k(X_t)})] - f(X_t) \leq -\sigma \cdot k(X_t), \]

and condition (V2) is also true, then condition (V1) is satisfied.

**Proof:** For convenience, define \( \tilde{d} = f(X_{t+k(X_t)}) - f(X_t) \). If we assume that
\( X_t \in X - C \), then from the assumptions of the lemma, \( E[\tilde{d}] \leq -\sigma \cdot k(X_t) \) and
\( E[\tilde{d}^2] \leq (2\sigma - 1) \cdot k(X_t) \cdot f(X_t) \). These bounds are used to calculate

\[
E[V(X_{t+k(X_t)}) - V(X_t)] = E[f^2(X_{t+k(X_t)})] - f^2(X_t) \\
= E[(f(X_t) + \tilde{d})^2 - f^2(X_t)] \\
= E[2\tilde{d} \cdot f(X_t) + \tilde{d}^2] \\
= 2f(X_t) \cdot E[\tilde{d}] + E[\tilde{d}^2] \\
\leq 2f(X_t) \cdot (-\sigma \cdot k(X_t)) + (2\sigma - 1) \cdot k(X_t) \cdot f(X_t) \\
= -f(X_t)k(X_t) \\
\leq -f(X_t)
\]

since \( k(X_t) \geq 1 \).
Since $C$ is finite, there exists $b$ such that when $X_t \in C$ then
\[ E[V(X_{t+k}) - V(X_t)] \leq d^K V(X_t) \leq -f(X_t) + b. \]
In particular, we can choose
\[ b = \max_{x \in C} d^K V(x) + f(x) < \infty \]
since $C$ is a finite set and $K$ is a constant. This shows that condition (V1) is satisfied.

For convenience, we will restate the three new conditions that are sufficient for the stability of the Markov chain in the following lemma.

**Lemma 2.8** Suppose that a chain $X_t$ has a countable state space and is irreducible and aperiodic, and let $f \geq 1$ be a potential function defined on the state space $X$, with $L(x) < f(x)$ for all $x \in X$. Let $C$ be a finite subset of $X$. If there exists a constant $K < \infty$ and a function $k : X \to \{1, \ldots, K\}$, and all of the following conditions are true:

(C1) If $X_t \in X - C$ then
\[ E[(f(X_{t+k(X_t)}) - f(X_t))^2] \leq (2\sigma - 1) k(X_t) \cdot f(X_t). \]

(C2) If $X_t \in X - C$ then
\[ E[f(X_{t+k(X_t)}) - f(X_t)] \leq -\sigma k(X_t). \]

(V2) There exists a constant $d < \infty$ such that, for every starting state $X_t$,
\[ f(X_{t+1}) < d f(X_t). \]

Then the chain $X_t$ is positive recurrent with invariant probability measure $\pi$ where $E[T_{red}] < \infty$ and $E_\pi[L(X_t)] < \infty$.

**Proof:** From Lemmas 2.6 and 2.7 we can show that when the three conditions are satisfied then the chain $X_t$ is positive recurrent with stationary distribution $\pi$ and that $\lim_{t \to \infty} E[f(X_t)] = E_\pi[f(X_t)] \leq M$, for some $M < \infty$. This leads us to conclude that since for all states $x \in X$, $L(x) \leq f(x)$, then $E_\pi[L(X_t)] < \infty$. \qed
Chapter 3

The Stability of \( c \)-ary Exponential Backoff

The stability question for polynomial backoff protocols in the finite users model was completely answered by Håstad, Leighton, and Rogoff [27]. They showed that these protocols are stable when the backoff function is a superlinear polynomial function, and are unstable for linear or sublinear functions. The class of exponential backoff protocols, however, still has many open questions regarding their stability. The popular Binary exponential backoff protocol received some attention when it was studied by Goodman, Greenberg, Madras, and March [25] who showed that the protocol is positive recurrent for \( \lambda < n^{-6(\ln(n))} \). Håstad, Leighton and Rogoff [27], on the other hand, showed that the protocol is unstable for \( \lambda > 1/2 \) for sufficiently large \( n \).

In this chapter, we study the general class of exponential backoff protocols with base \( c \), for any constant \( c > 1 \). We show that these protocols are all positive recurrent for \( \lambda \leq \Theta(n^{-0.75+\epsilon}) \) for any constant \( \epsilon > 0 \). A special case of this result improves the results of Goodman et al. [25] for binary exponential backoff. We defer the question of instability for \( c \)-ary exponential backoff to Chapter 4.

Note that a version of the proof for the stability result appeared in a joint paper by Al-Ammal, Goldberg, and MacKenzie [3], where the authors showed
that binary exponential backoff is positive recurrent for the same arrival rate. Here, we generalise this result to show that $c$-ary backoff is stable (i.e. positive recurrent) for the same arrival rate.

### 3.1 The Model and the Protocol

Consider a system of $n$ users sharing a single multiple-access channel. As was stated in Chapter 1, the channel is not centrally controlled, and there is no other means of communication or coordination among the users. A user has no means of knowing the total number of users in the system. Each user maintains a queue of the messages it wishes to send. User $i$ also maintains a queue length counter $q_i$ and a backoff counter $b_i$. Time is divided into discrete time steps. Immediately before the beginning of the $t$th time step, the length of the queue of the $i$th user is denoted by $q_i(t)$, and the number of times that the message at the head of its queue has collided while trying to send is denoted by $b_i(t)$.

At the beginning of the $t$th step, user $i$ receives independently one message with probability $\lambda_i$, and none with probability $1 - \lambda_i$. The total mean arrival rate for the system is $\lambda = \sum_{i=1}^{n} \lambda_i$. After the message is added to the end of the queue, each user makes an independent decision about whether or not to send the message at the head of its queue. This decision is controlled by the contention resolution protocol.

The protocol considered here is $c$-ary exponential backoff which is described as follows. If a user has an empty queue, it stays silent and its backoff counter remains zero. If the queue of user $i$ is not empty and the head of its queue has had $b_i(t)$ collisions so far, then it will send with probability $c^{-b_i(t)}$, where $c > 1$ is a real constant. This means that a message at the head of the queue that has experienced no collisions will be sent immediately and that every collision will decrease the probability of an attempt by a factor of $1/c$.

Since the users are sharing a single multiple access channel, if more than one user send simultaneously at any step, a collision is detected and all the
transmissions fail. On the other hand, if a single user sends at that step the transmission succeeds, the message is removed from the head of the queue, and the backoff counter of that user is reset to zero. Users which send on a certain time step monitor the state of the channel and can identify if the previous transmission attempt was a success or a failure. Any user participating in a collision updates its backoff counter by incrementing it by one.

The evolution of the whole system can be modelled by a Markov chain in which the state just before step \( t \) is

\[
X_t = (q_1(t), \ldots, q_n(t), b_1(t), \ldots, b_n(t)).
\]

The next state \( X_{t+1} \) is determined by the arrival process and the actions of the \( n \) users which execute the \( \epsilon \)-ary exponential backoff protocol described above.

### 3.2 Choosing a Suitable Potential Function

Before presenting the results of this chapter, let us consider the importance of choosing a suitable potential function \( f \). As we have seen in Section 2.3, Foster’s theorem (Theorem 2.1) establishes that if the Markov chain is in fact positive recurrent, then there exists a potential function with negative single step drift. However, finding this potential function can be a highly non-trivial task. In fact, this could be difficult even if we consider the change in the potential over multiple steps.

In the excellent paper by Håstad, Leighton and Rogoff [27], the authors studied the performance of backoff protocols under the same model outlined above. Among other results, they showed that while binary exponential backoff is unstable for \( \lambda > 1/2 \), polynomial backoff is stable for any arrival rate \( \lambda < 1 \). The argument used to prove their stability result includes a capture analysis, which shows that a user with a huge queue has a good chance of dominating the channel for a long time. This enables this user to empty its queue and thus creates a very big reduction in the potential. In this section we will argue that using a potential function and case division similar to those used by Håstad
et al. [27] for polynomial backoff it is not possible to show stability results for exponential backoff.

Suppose that we are studying a backoff protocol with a backoff function $h(b)$. (For example, binary exponential backoff has $h(b) = 2^{-b}$.) For attacking stability problems in a backoff system, Håstad, Leighton, and Rogoff suggested using a potential function of the form

$$f(X_t) = c_1 \sum_{i=1}^{n} q_i(t) \pm \sum_{i=1}^{n} (h(b_i))^{-c_2} + c_3$$

for some constants $c_1 > 0$, $c_2 \geq 1$, and $c_3$.

This type of function seems natural since it includes the total system load (i.e., the sum of the sizes of the queues) as well as the sum of inverse powers of the current backoff probabilities. A natural potential function aims to reflect how far is the current state from the empty state where all packets are successfully sent. However, for many systems, using the system load only as a measure of the distance from the start state is not enough. For example, consider a system running binary exponential backoff where only one of the users has a single message and has a backoff counter which is huge. We can expect this message to wait for a very long time because it will have a very low probability of sending. Thus, the second term has been added to the potential function to include such cases. For a user $i$ with backoff counter $b_i$, the expected number of steps before it will attempt to send is $(h(b_i))^{-1}$. The second term with $c_2 = 1$ can be considered as the sum of the expected waiting times of all users for the first attempt to send.

After specifying a natural potential function, it is vital to find conditions under which this function is expected to decrease in a finite number of steps. This is usually done by partitioning the state space of the Markov chain into cases. In each case, there will be some reason which will drive the expected potential to drop. This coupling between the partition of the state space and the given potential function is another difficult part of the proof. The cases can present the crucial idea behind the argument of the proof.
For example, Håstad, Leighton and Rogoff [27] showed that polynomial backoff with $h(b_i) = (b_i + 1)^{-\alpha}$ for any constant $\alpha > 1$ is stable using the following potential function

$$f(X_t) = C \sum_{i=1}^{n} q_i + \sum_{i=1}^{n} (b_i + 1)^{\alpha+1/2} - n. \quad (3.1)$$

They showed that for all states with sufficiently large potential, this function is expected to drop in a finite number of steps. Their proof technique relied on a case partition similar to the following.

Suppose that we are in a state such that $f(x) \geq V_0$ for some large constant $V_0$. Let $B$ be a very large constant.

- Case 1. $\forall i \ b_i \leq B$.
- Case 2. $\exists i \ b_i > B$.

In case 1, all counters are small. Since they assumed that the potential is at least $V_0$ for some large constant $V_0$, there must be at least one very large queue. Assume without loss of generality that this is queue number $n$. This queue has at least $q_n \geq C^{-1} \left( \frac{V_0}{n} + (B + 1)^{\alpha+1/2} \right)$ messages. We can now use this information to show that this queue is sufficiently likely to send successfully and dominate the channel by sending until it empties its queue. This will create a very large decrease in the potential. The main argument for this case is a very long and detailed proof that this happens with a not too small probability. They prove this using a capture argument where the authors show that a single user dominates the channel for a very long time. This capture effect is a nice feature of backoff protocols, and is the main reason why polynomial backoff is stable for any arrival rate $\lambda < 1$.

Let us consider next why the potential is expected to decrease in Case 2. A good property of the potential function in Equation (3.1) (which is satisfied by polynomial backoff but not exponential backoff as we will see later) is that whenever we have a counter (say $b_i$) which is very large (i.e. larger than $B$) then the expected decrease in its contribution to the potential function in a
single step is

\[(b_i + 1)^{-\alpha} (b_i + 1)^{\alpha + 1/2} = (b_i + 1)^{1/2} \geq \sqrt{B + 1}.\]

This can result in a significant drop in the potential function since \(B\) can be set to be very large.

On the other hand, even in a blocked channel where the counters just keep growing and no user succeeds, the expected change in the contribution of counter \(C_i\) to the potential is

\[
E[(b_i(t) + 1)^{\alpha + 1/2} \mid \text{Channel is blocked}] - (b_i(t) + 1)^{\alpha + 1/2} \\
= (b_i(t) + 2)^{\alpha + 1/2}(b_i(t) + 1)^{-\alpha} + (b_i(t) + 1)^{\alpha + 1/2}(1 - (b_i(t) + 1)^{-\alpha}) \\
- (b_i(t) + 1)^{\alpha + 1/2} \\
= (b_i(t) + 2)^{\alpha + 1/2}(b_i(t) + 1)^{-\alpha} - (b_i(t) + 1)^{1/2} \\
= (b_i(t) + 1)^{1/2} \left( \frac{1 + 1/(b_i(t) + 1)^{\alpha + 1/2} - 1}{1/(b_i(t) + 1)} \right) \\
\leq \frac{(\alpha + 1/2)(1 + 1/(b_i(t) + 1))^{1 - 1/2}}{\sqrt{b_i(t) + 1}} \\
\leq \frac{(\alpha + 1/2) \cdot 2^{\alpha - 1/2}}{\sqrt{b_i(t) + 1}}.
\]

The first equation is explained as follows. In a blocked channel where no user succeeds, user \(i\) sends (and its backoff counter will increase by 1) with probability \((b_i(t) + 1)^{-\alpha}\), and stays silent (and the backoff counter stays the same) with probability \(1 - (b_i(t) + 1)^{-\alpha}\). The first inequality is true by the following inequality which can be shown using the Mean Value Theorem. For any \(\alpha\) and constant \(\beta > 1\),

\[
\frac{(1 + h)^\beta - 1}{h} \leq \beta(1 + h)^{\beta - 1}.
\]

Thus the expected increase in the backoff counter part of the potential is bounded from above by \(\Theta(n)\), while the expected decrease is \(\sqrt{B}\). By choosing \(B\) to be large enough, we can easily show that the expected change in the potential is negative [27].
Although capture is very visible in simulations for binary and $c$-ary exponential backoff, this type of potential function and case division does not work for exponential backoff. We argue below that given the same cases, there is no potential function similar to the one used by Håstad, Leighton, and Rogoff [27] that can drop in Case 2 for exponential backoff.

In particular, let us define the potential function for $c$-ary exponential backoff as

$$f(X_t) = c_1 \sum_{i=1}^{n} q_i + \sum_{i=1}^{n} c^{b_i} g(b_i).$$

The argument in Case 2 depends on the fact that the expected decrease for the user with the big backoff counter is

$$c^{-b_i} \times c^{b_i} g(b_i) = g(b_i)$$

for some monotone increasing function $g(b_i)$. The function $g(b_i)$ naturally may be monotone increasing since we will increase $b_i = B$ to a value which will give us a suitable drop in the potential.

At the same time, the expected increase in the contribution of the rest of the backoff counters must not exceed a constant $c'$. In particular, the expected increase for user $i$ must be

$$c^{-b_i} c^{b_i+1} g(b_i + 1) + (1 - c^{-b_i}) c^{b_i} g(b_i) - c^{b_i} g(b_i) = c g(b_i + 1) - g(b_i) \leq c'.$$

The last inequality cannot be satisfied by any monotone increasing function $g(.)$ since $c > 1$. Therefore, we cannot use a potential function and case division similar the one used by Håstad et al. [27]. In the next section, we will see that a potential function with $g(b_i) = 1$ and a different case partition will enable us to show that the drift is negative if we run for an adequate number of steps.

### 3.3 The Stability of $c$-ary Exponential Backoff

In this section we prove the main result of this chapter regarding the stability of $c$-ary exponential backoff for the finite model. As a special case, when $c = 2$,
this result improves the best previous bound on the stability rate for the binary 
exponential backoff protocol [25], which was $\lambda < n^{-\Theta(\log n)}$, by increasing it to 
$\lambda \leq \Theta(n^{-(1.75+\varepsilon)})$ for any $\varepsilon > 0$.

**Theorem 3.1** For any $c > 1$, there exists a positive constant $c$ such that the 
c-ary exponential backoff protocol running on a system of $n$ users is positive 
recurrent for symmetric arrivals $\lambda_i = \lambda/n$, sufficiently large $n$, and an arrival 
rate $\lambda \leq \frac{1}{n^{\frac{1}{\alpha c}}}$, for any $\eta < 0.25$.

The proof of this theorem is presented below. Positive recurrence will be 
shown using the multiple step version of Foster’s theorem (Theorem 2.2) which 
is due to Fayolle, Malyshev, and Menshikov. The finite set $C$ is defined to be 
the set containing the empty state only (i.e. the state with no messages in the 
queues and with all counters initialised to zero).

Let us start by stating the potential function that will be used to prove this 
theorem. Define $\mu$ to be a constant in the range $(\eta, 0.5 - \eta)$. For any state $X_t$, let

$$f(X_t) = \alpha c n^{2-\eta-\mu} \sum_{i=1}^{n} q_i(t) + \sum_{i=1}^{n} c_i(t).$$

(3.2)

The function $k$ in Theorem 2.2 is defined as $k((0, 0, \ldots, 0)) = 1$ for the empty 
state. For the states $s \in X - C$, the function $k$ will be defined below according 
to the starting state. Equation (2.5) is clearly satisfied by our choice of $C$ and $k$. 
To see this, note that for $s \in C$ (i.e. $s$ is the empty state),

$$E[f(X_{t+k} | X_t) \mid X_t = s] \leq \alpha c n^{2-\mu-\eta} \lambda + n$$

$$< \infty.$$

To show positive recurrence for the Markov chain $X_t$, we must show that 
Inequality (2.4) is satisfied. The proof of this will be divided into three cases 
according to the number of active users with “small” backoff counters. The 
number of steps that the system will run before we get the drop in the potential 
will depend on the case it starts from. However, this will be bounded by a 
constant

$$K = 2c^2 n \log_e(n).$$
To present the cases we need to define some more notation. Let $\beta = \frac{c}{1} + 1$, and for any state $X_t$, let

- $m(X_t)$ = the number of users $i$ with $q_i(t) > 0$ and $b_i(t) < \log_e \beta + \log_e n$, and
- $m'(X_t)$ = the number of users $i$ with $q_i(t) > 0$ and $b_i(t) < (1 - \mu - \eta) \log_e n + 1$.

We need only consider the states in $X - C$, which will be divided into the following cases:

- **Case 1.** $m'(X_t) = 0$ and $m(X_t) < n^{1-\eta-\mu}$.
- **Case 2.** $m(X_t) \geq n^{1-\eta-\mu}$ or $m'(X_t) > n^{0.4}$.
- **Case 3.** $0 < m'(X_t) \leq n^{0.4}$ and $m(X_t) < n^{1-\eta-\mu}$.

For each case the value of the function $k$ will be specified, and we will show that starting from state $X_t$,

$$E[f(X_{t+1} | X_t)] - f(X_t) \leq -\epsilon_k(X_t).$$

Note that we will set $\epsilon = 1 - 2/\alpha$.

**Case 1:** $m'(X_t) = 0$ and $m(X_t) < n^{1-\eta-\mu}$.

For every state $s$ such that $m'(s) = 0$ and $m(s) < n^{1-\eta-\mu}$ we define $k(s) = 1$. We wish to show that, if $s \in X - C$ and $X_t = s$, then

$$E[f(X_{t+1}) - f(X_t)] \leq -\epsilon.$$

First, we give some intuition as to why the potential $f$ is expected to drop in a single step. In this case (since $m'(X_t) = 0$) all users which have messages to send have large backoff counters. Furthermore (since $m(X_t) < n^{1-\eta-\mu}$) most backoff counters (all but at most $n^{1-\eta-\mu}$) are very large. This means that collisions are fairly unlikely. The expected drop in $f$ mainly comes from the fact that if user $i$ does send (which happens with probability $c^{-b_i}$) and succeeds (which is fairly likely since other users are likely to stay silent), then $f$ drops by $c^{b_i} - 1$. The proof that $f$ is expected to go down comes from a careful analysis of a single step and uses the same general approach as the one used in the proof of Lemma 5.7 in [27].
For convenience, we use \( m \) as shorthand for \( m(X_t) \) and we use \( \ell \) to denote the number of users \( i \) with \( q_i(t) > 0 \). Without loss of generality, we assume that these are users \( 1, \ldots, \ell \). We use \( p_i \) to denote the probability that user \( i \) sends on step \( t \). So \( p_i = e^{-b_i(t)} \) if \( i \in [1, \ldots, \ell] \) and \( p_i = \lambda/n \) otherwise.

The probability that all users stay silent at the current step is denoted by

\[
T = \prod_{i=1}^{\ell} (1 - p_i).
\]

We will also need to define the sum

\[
S = \sum_{i=1}^{\ell} \frac{p_i}{1 - p_i}.
\]

Note that the expected number of successes at step \( t \) is \( S \times T \).

Let \( I_{a,i,t} \) be the 0/1 indicator random variable which is 1 iff there is an arrival at user \( i \) during step \( t \) and let \( I_{s,i,t} \) be the 0/1 indicator random variable which is 1 iff user \( i \) succeeds in sending a message at step \( t \).

Define \( \sigma_i \) as the probability that user \( i \) collides at step \( t \) and \( \rho_i \) as the prob-
ability that user \( i \) sends successfully at step \( t \). Then

\[
E[f(X_{t+1}) - f(X_t)] = \alpha c n^{2-\eta-\mu} \sum_{i=1}^{n} \left( E[I_{a,i,t}] - E[I_{s,i,t}] \right) + \sum_{i=1}^{n} \left( E[e^{b_i(t+1)}] - e^{b_i(t)} \right)
\]

\[
= \alpha c n^{2-\eta-\mu} (\lambda - ST) + \sum_{i=1}^{n} \left( (c-1)e^{b_i(t)} \sigma_i - (e^{b_i(t)} - 1) \rho_i \right), \tag{3.3}
\]

\[
= \alpha c n^{2-\eta-\mu} (\lambda - ST) + \sum_{i=1}^{n} \left( (c-1)e^{b_i(t)} \rho_i (1 - \frac{T}{1 - p_i}) - (e^{b_i(t)} - 1) \rho_i \frac{T}{1 - p_i} \right),
\]

\[
= \alpha c n^{2-\eta-\mu} (\lambda - ST) + \sum_{i=1}^{\ell} (c-1)(1 - \frac{T}{1 - p_i}) + \sum_{i=\ell+1}^{n} (c-1)\frac{\lambda}{n}(1 - \frac{T}{1 - p_i}) - \ell T,
\]

\[
= \alpha c n^{2-\eta-\mu} (\lambda - ST) + \left( \ell + \frac{(n-\ell)\lambda}{n} \right)(c-1) - T(c-1) \left( \sum_{i=1}^{\ell} \frac{1}{1 - p_i} + \sum_{i=\ell+1}^{n} \frac{p_i}{1 - p_i} \right) - \ell T,
\]

\[
= \alpha c n^{2-\eta-\mu} (\lambda - ST) + \left( \ell + \frac{(n-\ell)\lambda}{n} \right) - ST - \ell T(c-1) - \ell T,
\]

\[
= \alpha c n^{2-\eta-\mu} \lambda + (c-1)\ell + (c-1)\frac{(n-\ell)\lambda}{n} - T((\alpha c n^{2-\eta-\mu} + c - 1)S + \ell \ell), \tag{3.4}
\]

To see why Equality (3.3) holds, note that with probability \( \sigma_i \), \( b_i(t+1) = b_i(t) + 1 \), with probability \( \rho_i \), \( b_i(t+1) = 0 \), and otherwise, \( b_i(t + 1) = b_i(t) \). So, when a user sends and collides, the change in the potential is \( e^{b_i(t)} - e^{b_i(t)} \), and if it succeeds then the change is \( -\left( e^{b_i(t)} - e^0 \right) \) because the backoff counter is reset to zero. We now find lower bounds for \( S \) and \( T \). First,

\[
S = \sum_{i=1}^{n} \frac{p_i}{1 - p_i}
\]

\[
= \sum_{i=1}^{\ell} \frac{e^{-b_i(t)}}{1 - e^{-b_i(t)}} \left( \frac{\ell}{\lambda - b_i(t)} \right) + \frac{\lambda(n-\ell)}{n - \lambda}
\]

\[
\geq \sum_{i=1}^{m} \frac{1}{b_i - 1} + \frac{\lambda(n-\ell)}{n - \lambda}
\]

\[
= \frac{m}{\beta n - 1} + \frac{\lambda(n-\ell)}{n - \lambda}. \tag{3.5}
\]
Next,

\[ T = \prod_{i=1}^{n} (1 - p_i) \]

\[ \geq \left( 1 - \frac{1}{cn^{1-\eta-\mu}} \right)^m \left( 1 - \frac{1}{\beta n} \right)^{n-m} (1 - \frac{\lambda}{n})^{n-\ell} \]

\[ \geq 1 - \frac{m}{cn^{1-\eta-\mu}} - \frac{\ell - m}{\beta n} - \frac{\lambda(n-\ell)}{n}. \]  \hspace{1cm} (3.6)

Combining Equations (3.4), (3.5) and (3.6), we get the following upper bound.

\[ E[f(X_{t+1}) - f(X_t)] \leq \]

\[ \alpha c n^{2-\eta-\mu} \lambda + (\ell + \frac{(n-\ell)\lambda}{n})(c-1) - \left( 1 - \frac{m}{cn^{1-\eta-\mu}} - \frac{\ell - m}{\beta n} - \frac{\lambda(n-\ell)}{n} \right) \times \]

\[ \left( \alpha c n^{2-\eta-\mu} + c - 1 \right) \left( \frac{m}{\beta n - 1} + \frac{\lambda(n-\ell)}{n - \lambda} + c \ell \right). \]  \hspace{1cm} (3.7)

For the sake of the analysis below, assume that the arrival rate is \( \lambda = 1/(\alpha' n^{1-\eta}) \) for some \( \alpha' \geq \alpha \). We will let \( g(m, \ell) \) be the quantity in Equation (3.7) plus \( \epsilon \) and we will show that \( g(m, \ell) \) is negative for all values of \( 0 \leq m < n^{1-\eta-\mu} \) and all \( \ell \geq m \). In particular, for every fixed positive value of \( m \), we will show that

1. \( g(m, m) \) is negative,
2. \( g(m, n) \) is negative, and
3. \( \frac{\partial^2}{\partial \ell^2} g(m, \ell) > 0. \) \( g(m, \ell) \) is concave up as a function of \( \ell \) for the fixed value of \( m \) so \( g(m, \ell) \) is negative for all \( \ell \in [m, n] \).

We will handle the case \( m = 0 \) similarly except that \( m = \ell = 0 \) corresponds to the start state, which is excluded because it belongs to the set \( C \). Therefore, we will replace Item 1 with the following for \( m = 0 \).

1’. \( g(0, 1) \) is negative.

The details of the proof are now merely calculations and are presented as follows.
1. \( g(m, m) \) is negative:

\[
g(m, m) \times c \alpha' n^{2-2\eta} (\beta n - 1) (\alpha' n^2 - n^\eta) =
\]
\[
c m - c^2 m - c^2 m^2 - c n + c^2 n - c m n + 2 c^2 m n + c n^2
\]
\[
- c^2 n^2 + c^2 n^{3-\eta-\mu} \alpha + c^2 m n^{3-\eta-\mu} \alpha - c^2 n^{4-\eta-\mu} \alpha - c m n \beta
\]
\[
+ c^2 m n \beta - c m^2 n \beta + 2 c^2 m^2 n \beta + c n^2 \beta - c^2 n^2 \beta + 2c m n^2 \beta
\]
\[
- 3 c^2 m n^2 \beta - c m^3 \beta + c^2 n^3 \beta + c^2 m^2 n^{3-\eta-\mu} \alpha \beta - c^2 n^{4-\eta-\mu} \alpha \beta
\]
\[
- 2 c^2 m n^{4-\eta-\mu} \alpha \beta + c^2 n^{5-\eta-\mu} \alpha \beta - 2c m n^{2-\eta} \alpha' + c^2 m n^{2-\eta} \alpha'
\]
\[
+ c m^2 n^{2-\eta} \alpha' - c m n^{3-\eta} \alpha' + c m^2 n^{1+\mu} \alpha' + m n^{2+\mu} \alpha' - c m n^{2+\mu} \alpha'
\]
\[
- c m n^{4-\eta} \alpha \alpha' - c^2 m^2 n^{4-2\eta-\mu} \alpha \alpha' + c^2 m n^{5-2\eta-\mu} \alpha \alpha'
\]
\[
+ c m n^{3-\eta} \beta \alpha' - c^2 m^2 n^{3-\eta} \beta \alpha' + c^2 m n^{4-\eta} \beta \alpha' + m n^{2+\mu} \beta \alpha'
\]
\[
- 2 c m^2 n^{2+\mu} \beta \alpha' - m n^{3+\mu} \beta \alpha' + c m n^{3+\mu} \beta \alpha' - c m^2 n^{4-\eta} \beta \alpha'
\]
\[
+ c m n^{5-\eta} \alpha \beta \alpha' + c^2 m n^{5-2\eta-\mu} \alpha \beta \alpha' + c n^{2-\eta} \epsilon \alpha' - c n^{3-\eta} \beta \epsilon \alpha'
\]
\[
+ 2 c m n^{4-2\eta} (\alpha')^2 - c^2 m n^{4-2\eta} (\alpha')^2 - c m n^{3-\eta} (\alpha')^2
\]
\[
+ c m^2 n^{5-2\eta} \alpha (\alpha')^2 - c^2 m n^{6-3\eta-\mu} \alpha (\alpha')^2 - c m n^{5-2\eta} \beta (\alpha')^2
\]
\[
+ c m^2 n^{4-\eta+\mu} \beta (\alpha')^2 - c n^{4-2\eta} \epsilon (\alpha')^2 + c n^{5-2\eta} \beta \epsilon (\alpha')^2
\]

Since \( \eta + \mu < .5 \), the dominant term is \(-c^2 n^{(6-3\eta-\mu)} \alpha m \alpha^2 \). Note that there is a positive term (namely, \( c m^2 n^{(5-2\eta)} \alpha (\alpha')^2 \)) which could be \( 1/c \) as big as the negative term if \( m \) is as big as \( n^{1-\eta-\mu} \) (the upper bound for Case 1), but all other terms are asymptotically smaller.
2. $g(m, n)$ is negative:

\[
g(m, n) \times c \alpha' \beta n (\beta n - 1) = \\
- n^2 \mu \alpha \beta + c^2 \beta^3 - c mn \alpha' - c m n \alpha' \\
+ 2 c^2 n \alpha' - c^2 \beta_3 n \alpha' - c^2 m n^2 \beta \alpha' + c^2 m n^3 \alpha \alpha' \\
+ c m n \beta \alpha' - c^2 m n \beta \alpha' + c^2 n^2 \beta \alpha' + c^2 n^3 \beta \alpha' \\
- m^2 n^{1+\mu} \beta \alpha' + c m^2 n^{1+\mu} \beta \alpha' - c m n^2 \beta \alpha' + c m n^2 \alpha \beta \alpha' \\
- c^2 m n^3 \alpha \beta \alpha' - c n^2 \beta^3 \alpha' + c m n^2 \beta \alpha' - c n \beta \epsilon \alpha' \\
+ c n^2 \beta^3 \epsilon \alpha' \\
\]

Since $\eta + \mu < .5$ and $\beta \geq \frac{c}{c-1} + 1$, the term $-c n^3 \beta^2 \alpha'$ dominates $+c^2 n^3 \beta \alpha'$. For the same reason, the term $-c^2 m n^{3-\eta-\mu} \alpha \alpha' \beta$ dominates the two positive terms $+c^2 m n^{3-\eta-\mu} \alpha \alpha' \beta$ and $+c m^2 n^2 \alpha \beta \alpha'$. The other terms are all asymptotically smaller.

3. $\frac{\partial^2}{\partial \ell^2} g(m, \ell) > 0$:

\[
\frac{\partial^2}{\partial \ell^2} g(m, \ell) = 2 \left( \frac{1}{n^\beta} - \frac{1}{\alpha'^{n^2-\eta}} \right) \left( \frac{c n^2 \alpha' + n^n - 2 c n^\eta - c n^{2-\eta} \alpha'}{\alpha'^{n^2-\eta} - n^n} \right) \\
\]

1'. $g(0, 1)$ is negative:

\[
g(0, 1) \times \alpha' \beta n^{2-2\eta} (\alpha' n^2 - n^\eta) = \\
- 2 \beta + 3 c \beta + 3 n^\beta - 4 c n^\beta - n^2 \beta + c n^2 \beta + c n^{2-\eta} \alpha \beta \\
- 3 c n^{3-\eta} \alpha \beta + c n^{1-\eta} \alpha \beta + c n^{1-\eta} \alpha' - 2 c n^{1-\eta} \alpha' - n^{2-\eta} \alpha' \\
+ c n^{2-\eta} \alpha' - c n^{3-2\eta-\mu} \alpha \alpha' + c n^{4-2\eta-\mu} \alpha \alpha' + n^{2-\eta} \beta \alpha' - c n^{2-\eta} \beta \alpha' \\
+ c n^{3-\eta} \beta \alpha' - c n^{4-2\eta-\mu} \alpha \beta \alpha' - n^{2-\eta} \beta \epsilon \alpha' + c n^{3-2} \eta (\alpha')^2 \\
- n^{4-2\eta} \beta (\alpha')^2 + n^{4-2\eta} \beta \epsilon (\alpha')^2 \\
\]

Since $\alpha'(1-\epsilon) \geq \alpha(1-\epsilon) > 1$, $\eta + \mu < .5$, and $\mu > \eta$, the term $-n^{(4-2\eta)} \beta (\alpha')^2 (1-\epsilon)$ dominates the term $+c n^{(4-\eta-\mu)} \alpha \beta$. The other terms are asymptotically smaller.
**Case 2:** \( m(X_t) \geq n^{1-\eta-\mu} \) or \( m'(X_t) > n^4 \).

For every state \( s \) such that \( m(s) \geq n^{1-\eta-\mu} \) or \( m'(s) > n^4 \), we will define an integer \( k \) (which depends upon the starting state \( s \)) and we will show that, if \( X_t = s \), then

\[
E[f(X_{t+k}) - f(X_t)] \leq -\epsilon k,
\]

where \( \epsilon = 1 - 2/\alpha \). This will be more than enough for satisfying Equation (2.4).

For convenience, we will use \( m \) as shorthand for \( m(X_t) \) and \( m' \) as shorthand for \( m'(X_t) \). If \( m \geq n^{1-\eta-\mu} \) then we will define \( r = m, W = n^{\eta+\mu} \log r e^{-8}, A = W, b = \log \beta + \log n \) and \( v = n \). Otherwise, we will define \( r = m', W = \log r e^{-8}, A = 0, b = (1 - \eta - \mu) \log n + 1 \) and \( v = c[n^{1-\eta-\mu}] \). In either case, we will define \( k = c^2(r + v)[\log r] \).

The intuition behind the proof is as follows. First, since many users have small backoff counters, it is fairly likely that a collision occurs on the first step. So we do not expect the potential \( f \) to drop in a single step. Instead, we study the evolution of the system over \( k \) steps. With sufficiently high probability, the backoff counters get driven up during the first \( \Theta(r \log r) \) steps. We refer to these steps as “the preamble”. During the remaining steps, the backoff counters stay reasonably high except during steps which occur shortly after

1. arrivals (but there are likely to be few of these since we only run for \( k \) steps), and

2. successful sends (which help to reduce \( f \)).

We refer to these as “exceptional steps”. Without loss of generality, there are few of them, since otherwise there are many successes and the potential goes down. Although the backoff counters stay high (as we just explained), most of them do not get too high, since we only run for \( k \) steps. So the probability of success during any given step which is not exceptional or in the preamble is high. Finally, with sufficiently high probability, there are at least \( W \) successes, and this reduces the potential.

A technical difficulty in the proof is clarifying the independence between
some of the events and for this reason, it is helpful to identify “preamble steps” (steps in $\tau_0$), “exceptional steps” (steps in $\tau_1$), and also “following steps”. The formal definition of “following steps” will be given later. Typically, these steps follow at least $W$ successes. Informally, we will stop counting successes in the following steps because we already counted the $W$ successes needed to show that the potential drops.

Let $\tau$ be the set of all steps $\{t, \ldots, t + k - 1\}$ and let $S$ be the random variable which denotes the number of successes that the system has during $\tau$. Let $p$ denote $\Pr(S \geq W)$. Then we have

$$E[f(X_{t+k}) - f(X_t)] \leq \alpha n^{2-\eta-\mu} (\lambda k - E[S]) + \sum_{i=1}^{n} \sum_{t=t+1}^{t+k} E[c_i(t') - c_i(t'-1)]$$

$$\leq \alpha n^{2-\eta-\mu} (\lambda k - Wp) + \ln(c-1)$$

$$\leq -\epsilon k,$$

where the final inequality holds as long as $\alpha p \geq 2^{10}c^{13}$ and $n$ is sufficiently big. Note also that $E[c_i(t') - c_i(t'-1)] \leq c - 1$ since in an externally-jammed channel (where no user succeeds), the expected change in $c_i$ is $c - 1$.

To show that the last inequality is true, consider the following two cases which are divided according to the values of $m$ and $m'$. In both cases, the constant $\alpha$ is chosen so that

$$\alpha p \geq 8c^{12}.$$  

This allows the expected number of successful messages to dominate the expected change in the potential, and thus makes it negative.

**Subcase A:** $m \geq n^{1-\eta-\mu}$

In this case, $r = m$, $W = n^{\eta+\mu}[\log_e r]c^{-8}$, $v = n$, and $k = c^2(r + v)[\log_e r]$. Since
when \( n \) is sufficiently large.

**Subcase B:** \( m < n^{1-\eta-\mu}, m' > n^4 \)

In this case, \( r = m', W = \lceil \log_e r \rceil e^{-8} \), and \( v = c[n^{1-\eta-\mu}] \), and \( k = c^2(r+v)[\log_e r] \).

Note that by definition, \( m' < n^{1-\eta-\mu} \). Then, since \( k \leq 2c^3[n^{1-\eta-\mu}][\log_e m'] \), for large \( n \),

\[
\alpha e n^{2-\eta-\mu} \lambda k - \alpha e n^{2-\eta-\mu} W p + kn(c - 1) \\
\leq \alpha e n^{2-\eta-\mu}(c' n^{1-\eta})^{-1} k - \alpha e n^{2-\eta-\mu}(\log_e m' e^{-8}) + kn c \\
\leq c n^{1-\mu} 2c^3[n^{1-\eta-\mu}][\log_e m'] - \alpha e n^{2-\eta-\mu}[\log_e m'] e^{-8} + 2c^3 n^{2-\eta-\mu}[\log_e m'] c \\
\leq 4c^3 c[n^{2-\eta-2\mu}][\log_e m'] - 8c^4 n^{2-\eta-\mu}[\log_e m'] + 2c^3 c n^{2-\eta-\mu}[\log_e m'] \\
\leq -2c^4 n^{2-\eta-\mu}[\log_e m'] \\
\leq -\epsilon k.
\]

Thus, it suffices to find a positive lower bound for \( p \) which is independent of \( n \). We do this with plenty to spare. In particular, we show that \( p \geq 1 - 5 \times 10^{-5} \).

We start with a technical lemma, which describes the behaviour of a single user with high probability. This lemma is needed because the exact values of
the backoff counters of the users after the start state are unknown. However, we can estimate the value of a counter with high probability using the following lemma.

**Lemma 3.2** Let \( j \) be a positive integer, and let \( \delta \) be a positive integer which is at least \( c \). Suppose that \( q_i(t) > 0 \). Then, with probability at least \( 1 - \frac{\log_e j}{j^2/(e \log_e j)} \), either user \( i \) succeeds in at least one of the steps in the interval \([t, \ldots, t + \delta [\log_e j] - 1]\), or \( b_i(t + \delta [\log_e j]) \geq [\log_e j] \).

**Proof:** Suppose that user \( i \) is running in an externally-jammed channel (so every send results in a collision). Let \( X_z \) denote the number of steps \( t' \in [t, \ldots, t + [\delta j \log_e(j)] \] with \( b_i(t') = z \). We claim that

\[
Pr(X_z > \delta [\log_e j]c^{z-1}) < j^{-\delta/(e \log_e c)}.
\]

This proves the lemma since \( \sum_{z=0}^{[\log_e j]-1} \delta [\log_e j]c^{z-1} \leq \delta j [\log_e j] \).

To prove the claim, note that \( X_0 \leq 1 \), so \( Pr(X_0 > \delta [\log_e j]c^{-1}) = 0 < j^{-\delta/(e \log_e c)} \). For \( z > 0 \), note that

\[
Pr(X_z > \delta [\log_e j]c^{z-1}) \leq (1 - e^{-z})^{\delta [\log_e j]c^{-1}} < j^{-\delta/(e \log_e c)}.
\]

Next, we define some events. We will show that the events are likely to occur, and, if they do occur, then \( S \) is likely to be at least \( W \). This will allow us to conclude that \( p \geq 1 - 5 \times 10^{-5} \), which will finish Case 2. We start by defining \( B = [W] + [A] \), \( k' = c^2 \tau [\log_e \tau] \), and \( k'' = c^2 B [\log_e B] \). Next, we give names to some of the steps in \( \tau = \{t, \ldots, t + k - 1\} \). Let \( \tau_0 \) be the preamble of \( \tau \) consisting of steps \( \{t, \ldots, t + k' - 1\} \). For every \( i \), let \( \tau'(i) \) be the set of times in \( \tau \) when user \( i \) will “definitely” send (by definitely we mean that the users will send with probability 1.) In particular, \( t' \in \tau'(i) \) if and only if

1. \( b_i(t') = 0 \) and \( q_i(t') > 0 \), or
2. \( b_i(t') = 0 \) and there is an arrival at user \( i \) at \( t' \).
Let \( \tau_2 \) be the suffix of following steps in \( \tau \). In particular, \( t' \in \tau_2 \) if and only if there are at least \( B \) pairs \((t'',i)\) with \( t'' < t' \) and \( t'' \in \tau'(i) \). Informally, by the time \( \tau_2 \) is entered, there will have been at least \( B \) “definite send” steps, some of which may have coincided in time. Note that \( \tau_2 \) is a random variable. Finally, \( \tau_1 \) will be a (possibly non-contiguous) subset of \( \tau - \tau_0 - \tau_2 \). Informally, \( \tau_1 \) will contain all steps which occur during or shortly after “definite send” steps. Formally, \( \tau_1 \) will be the set of all \( t' \in \tau - \tau_0 - \tau_2 \) such that, for some \( i \), \( \tau'(i) \cap [t' - k'' + 1, t'] \neq \emptyset \). See Figure 3.1 for a possible instance of these random variables.

We can now define the events E1–E4.

**E1.** There are at most \( A \) arrivals during \( \tau \).

**E2.** Every user with \( q_i(t) > 0 \) and \( b_i(t) < b \) either sends successfully during \( \tau_0 \) or has \( b_i(t + k') \geq \lceil \log_c r \rceil \).

**E3.** At least half of the users with \( q_i(t) > 0 \) and \( b_i(t) < b \) have \( b_i(t') \leq b + \lceil \log_c \log_c (r) \rceil + 2 + \log_c 16 \) for all \( t' \in \tau \).

**E4.** For all users \( i \), and \( t' \in \tau'(i) \) and all \( t'' > t' \) such that \( t'' \in \tau - \tau_0 - \tau_1 - \tau_2 \), either \( q_i(t'') = 0 \) or \( b_i(t'') \geq \lceil \log_c B \rceil \).

Next, we show that E1–E4 are likely to occur.

**Lemma 3.3** If \( n \) is sufficiently large then \( \Pr(\bar{E} \cup \bar{I}) \leq 10^{-5} \).
Thus, some Lemma 3.7 Given any fixed sequence of states \( X_t, \ldots, X_{t+z} \) which does not violate \( E_2 \) or \( E_4 \), and satisfies \( t + z < \tau - \tau_0 - \tau_1 - \tau_2 \), \( q_i(t + z) > 0 \), and \( b_i(t + z) \leq b + \lceil \log_e \log_e (r) \rceil + 2 + \log_e 16 \), the probability that user \( i \) succeeds at step \( t + z \) is at least \( \frac{1}{e^{2z \sqrt{e^{\log_e r}}} \log_e r} \).

**Proof:** The expected number of arrivals in \( \tau \) is \( \lambda k \). If \( m \geq n^{1-\eta-\mu} \), then 
\[
A = n^{\eta+\mu} \lceil \log_e r \rceil e^{-8} \geq 2 \lambda k.
\]
By a Chernoff bound, the probability that there are this many arrivals is at most \( e^{-\lambda k / 3} \leq 10^{-5} \). Otherwise, \( A = 0 \) and \( \lambda k = o(1) \). Thus, \( \Pr(E1) \geq (1 - \lambda / n)^{n k} \geq 1 - \lambda k \geq 1 - 10^{-5} \). \( \square \)

**Lemma 3.4** If \( n \) is sufficiently large then \( \Pr(E2) \leq 10^{-5} \).

**Proof:** Apply Lemma 3.2 to each of the \( r \) users with \( \delta = e^2 \) and \( j = r \). Then 
\[
\Pr(E2) \leq r \frac{\log r}{(\log n)^{12}} \leq 10^{-5}.
\]

**Lemma 3.5** If \( n \) is sufficiently large then \( \Pr(E3) \leq 10^{-5} \).

**Proof:** Note that \( k \leq 4e^2 v \log_e r \). Also note that the probability of a given user \( i \) sending at step \( t' \) when \( b_i(t') \geq b + \lceil \log_e \log_e (r) \rceil + 1 + \log_e 16 \) is at most 
\[
1 / (16e^2 v \log_e r).
\]
Thus the probability that user \( i \) sends at all in the \( k \) steps of \( \tau \) is at most \( 1 / 4 \). By a Chernoff bound, the probability that over half of the \( r \) users with \( q_i(t) > 0 \) and \( b_i(t) < b \) send when \( b_i(t') \geq b + \lceil \log_e \log_e (r) \rceil + 1 + \log_e 16 \) for some \( t' \in \tau \) is at most \( e^{-r/12} \leq 10^{-5} \). \( \square \)

**Lemma 3.6** If \( n \) is sufficiently large then \( \Pr(E4) \leq 10^{-5} \).

**Proof:** We can apply Lemma 3.2 separately to each of the (up to \( B \)) pairs \( (t', i) \) with \( \delta = e^2 \) and \( j = B \). The probability that event \( E4 \) does not hold is at most 
\[
\frac{B \lceil \log_e B \rceil}{B e^{-[\log_e B]}} \leq 10^{-5}.
\]

We now wish to show that \( \Pr(S < W \mid E1 \land E2 \land E3 \land E4) \leq 10^{-5} \). We begin with the following lemma.

**Lemma 3.7** Given any fixed sequence of states \( X_t, \ldots, X_{t+z} \) which does not violate \( E_2 \) or \( E_4 \), and satisfies \( t + z < \tau - \tau_0 - \tau_1 - \tau_2 \), \( q_i(t + z) > 0 \), and \( b_i(t + z) \leq b + \lceil \log_e \log_e (r) \rceil + 2 + \log_e 16 \), the probability that user \( i \) succeeds at step \( t + z \) is at least \( \frac{1}{e^{2z \sqrt{e^{\log_e r}}} \log_e r} \).

**Proof:** The conditions in the lemma imply the following.
There are no users \( j \) with \( q_j(t+z) > 0 \) and \( b_j(t+z) < \lceil \log_e B \rceil \) (since E4 holds).

There are at most \( B \) users \( j \) with \( b_j(t+z) < \lceil \log_e r \rceil \) (since E2 holds and at most \( B \) users succeed or have new arrivals).

There are at most \( r + B \) users \( j \) with \( b_j(t+z) < b \) (since \( r \) started that way and at most \( B \) succeed or have new arrivals).

There are at most \( \min \{ m + B, n \} \) users \( j \) with \( b_j(t+z) < \log_e \beta + \log_e n \) (for similar reasons).

Thus, the probability that user \( i \) succeeds is at least

\[
\frac{1}{c^32^{12}c^3 \log_e r}.
\]

\( \square \)

**Corollary 3.8** Given any fixed sequence of states \( X_t, \ldots, X_{t+z} \) which does not violate E2, E3, or E4, and satisfies \( t + z \in \tau - \tau_0 - \tau_1 - \tau_2 \), and given that there were fewer than \( B \) successes in \( t, \ldots, t+z-1 \), then the probability that some user succeeds at step \( t+z \) is at least

\[
\frac{(r/2)^{B}}{c^32^{12}c^3 \log_e r} \geq \frac{r}{c^32^{13} \log_e r}.
\]

**Proof:** Since there were fewer than \( B \) successes, at least \( r - B \) of the users \( i \) with \( q_i(t) > 0 \) and \( b_i(t) < b \) have not succeeded before step \( t+z \). Since E3 holds, at least \( r/2 - B \) of these have \( b_i(t+z) \leq b + \lceil \log_e \log_e (r) \rceil + 2 + \log_e 16 \). For all \( i \) and \( i' \), the event that user \( i \) succeeds at step \( t+z \) is disjoint with the event that user \( i' \) succeeds at step \( t+z \). Finally, note that \( (r/2)^{B} \geq r^2/4 \) and \( c^b \leq 2c v. \square \)

**Lemma 3.9** If \( n \) is sufficiently large then \( \Pr(S < W \mid E1 \wedge E2 \wedge E3 \wedge E4) \leq 10^{-5} \).

**Proof:** If E1 is satisfied then \( \tau_2 \) does not start until there have been at least \( W \) successes. Since \( |r - \tau_0 - \tau_1| \geq k - k' - Bk'' \geq v \lceil \log_e r \rceil /2 \), Corollary 3.8 shows that the probability of having fewer than \( W \) successes is at most
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the probability of having fewer than $W$ successes in $\nu \log_e r/2$ Bernoulli trials with success probability $\frac{r}{e^{2+\nu \log_e r}}$. Since $W$ is at most half of the expected number of successes, a Chernoff bound shows that the probability of having fewer than $W$ successes is at most $\exp(-\frac{\nu \log_e r}{e^{2+\nu \log_e r}}) \leq 10^{-5}$. □

We conclude Case 2 by observing that $p$ is at least $1 - \Pr(E_1) - \Pr(E_2) - \Pr(E_3) - \Pr(E_4) - \Pr(S < W | E_1 \land E_2 \land E_3 \land E_4)$. By Lemmas 3.3, 3.4, 3.5, 3.6, and 3.9, this is at least $1 - 5 \times 10^{-5}$.

**Case 3:** $0 < m'(X_t) \leq n^4$ and $m(X_t) < n^{1-\eta-\mu}$.

For every state $s$ such that $0 < m'(s) \leq n^4$ and $m(s) < n^{1-\eta-\mu}$, we will define

$$k = \left[ 18 \frac{c \ln^2(c)}{\ln m'(s)} + 12c \ln c \right] m'(s) \log_e m'(s) + [n^{1-\eta-\mu}].$$

We will show that, if $X_t = s$, then $E[f(X_{t+k}) - f(X_t)] \leq -\epsilon k$.

The intuition behind the proof in this case is similar to that of Case 2 except that we do not have enough small backoff counters to achieve $W$ successes (as in Case 2) even though we may have too many to make the potential drop in a single step (as in Case 1). We study the evolution of the system over $k$ steps. The backoff counters are likely to be driven up in the first $\Theta(m' \log m')$ steps. After that, we are likely to have a single success, which is enough to make the potential drop.

Once again, we will use $m$ as shorthand for $m(X_t)$ and $m'$ as shorthand for $m'(X_t)$. Let $\tau = \{t, \ldots, t + k - 1\}$ and let $S$ be the number of successes that the system has in $\tau$. Let $p$ denote $\Pr(S \geq 1)$. As in Case 2,

$$E[f(X_{t+k}) - f(X_t)] \leq ac n^{2-\eta-\mu} \lambda k - ac n^{2-\eta-\mu} p + kn(c-1),$$

and this is at most $-\epsilon k$ as long as $\alpha p > \frac{c-1}{c}$. Thus, we will finish by finding a positive lower bound for $p$ which is independent of $n$.

Since $m' > 0$, there is a user $u$ such that $b_u(t) < (1 - \eta - \mu) \log_e n + 1$. Let $k' = 0$ if $m' = 1$, otherwise let

$$k' = \left[ 18 \frac{c \ln^2 c}{\ln m'} + 12c \ln c \right] m' \log_e m'.$$
Let $\tau_0 = \{t, \ldots, t + k' - 1\}$. We will now define some events, as in Case 2.

E1. There are no arrivals during $\tau$.

E2. Every user $i$ with $q_i(t) > 0$ and $b_i(t) < (1 - \eta - \mu)\log_c n + 1$ either sends successfully during $\tau_0$ or has $b_i(t + k') \geq \lceil \log_c m' \rceil$.

E3. $b_u(t') < (1 - \eta - \mu)\log_c n + 12$ for all $t' \in \tau$.

**Lemma 3.10** If $n$ is sufficiently large then $\Pr(E1) \leq 2^{-10} c^{-18}$.

**Proof:** As in the proof of Lemma 3.3, for sufficiently large $n$,

$$\Pr(E1) \geq \left(1 - \frac{\lambda}{n}\right)^n \geq 1 - \lambda n \geq 1 - \frac{2n^{1-\eta-\mu}}{an^{1-\eta}} \geq 1 - \frac{1}{2^{10}c^{18}}.$$

\[\square\]

**Lemma 3.11** $\Pr(E2) \leq 2^{-10} c^{-18}$.

**Proof:** For $m' = 1$, $k' = 0$ by definition and $\Pr(E2) = 0$. For $m' \geq 2$, we use Lemma 3.2 with $\delta = \lceil \frac{18c\ln^2(c)}{\ln m'} + 12c\ln c \rceil$ and $j = m'$, to get

$$\Pr(E2) \leq m' \cdot \frac{\lceil \log_c m' \rceil}{(m')^{\delta/c\ln(c)}} \leq m' \cdot \frac{\lceil \log_c m' \rceil}{(m')^{18\ln c/\ln m' + 12}}$$

$$= m' \cdot \frac{\lceil \log_c m' \rceil}{(m')^{12}} \cdot \frac{1}{c^{18\ln m'/\ln m'}} < 2^{-10} c^{-18}.$$

\[\square\]

**Lemma 3.12** If $n$ is sufficiently large then $\Pr(E3) \leq 2^{-10} c^{-18}$.

**Proof:** For $E3$ to be violated, user $u$ must make at least 12 attempts, one each with backoff counter $\lceil (1 - \eta - \mu)\log_c n + r \rceil$ for $r \in \{1, \ldots, 12\}$. The probability
of this happening is

\[
\Pr(E^3) \leq \left( \frac{k}{12} \right)^{12} \prod_{r=1}^{12} e^{-\left[ (1-\eta-\mu) \log_e n \right]^{-r}} \\
\leq \left( \frac{ke}{12} \right)^{12} \left( \frac{1}{n^{1-\eta-\mu}} \right)^{12} e^{-\sum_{r=1}^{12} r} \\
\leq \left( \frac{2en^{1-\eta-\mu}}{12n^{1-\eta-\mu} e^{0.5}} \right)^{12} \\
\leq \left( \frac{1}{2e^{0.5}} \right)^{12} \\
< 2^{-10} e^{-18}.
\]

\[\square\]

**Lemma 3.13** Given any fixed sequence of states \(X_t, \ldots, X_{t+z}\) which does not violate \(E_1, E_2,\) or \(E_3\) such that \(t+z \in \tau - \tau_0\) and there are no successes during steps \([t, \ldots, t+z-1]\), the probability that user \(u\) succeeds at step \(t+z\) is at least \(\frac{1}{2^{0.5}} n^{1-\eta-\mu}\).

**Proof:** The conditions in the statement of the lemma imply the following.

- \(q_u(t+z) > 0\) and \(b_u(t+z) < (1-\eta-\mu) \log_e n + 12\).
- There are no users \(j\) with \(b_j(t+z) < \lceil \log_e m' \rceil\).
- There are at most \(m'\) users \(j\) with \(b_j(t+z) < (1-\eta-\mu) \log_e n + 1\).
- There are at most \(m\) users \(j\) with \(b_j(t+z) < \log_e \beta + \log_e n\).
- There will be no arrivals on step \(t+z\).

The probability of success for user \(u\) is at least

\[
e^{-\left[ (1-\eta-\mu) \log_e n + 12 \right]} \left( 1 - \frac{1}{m'} \right)^{m'-1} \left( 1 - \frac{1}{c n^{1-\eta-\mu}} \right)^{m-m'} \left( 1 - \frac{1}{\beta n} \right)^{n-m} \\
\geq \frac{1}{c^{12} n^{1-\eta-\mu}} \frac{1111}{4442} \\
\geq \frac{1}{2^{0.5} c^{12} n^{1-\eta-\mu}}.
\]

\[\square\]
Lemma 3.14 If $n$ is sufficiently large then $\Pr(S < 1 \mid E1 \land E2 \land E3) \leq 1 - 1/(2^6c^{12})$.

Proof: Lemma 3.13 implies that the probability of having no successes is at most the probability of having no successes in $|\tau - \tau_0|$ Bernoulli trials, each with success probability $\frac{1}{2^5c^{12}n^{1-\eta-\mu}}$. Since $|\tau - \tau_0| \geq n^{1-\eta-\mu}$, this probability is at most

$$\left(1 - \frac{1}{2^5c^{12}n^{1-\eta-\mu}}\right)^{n^{1-\eta-\mu}} \leq e^{-1/(2^5c^{12})} \leq 1 - \frac{1}{2^6c^{12}}.$$

We conclude Case 3 by observing that

$$p \geq 1 - \Pr(E_1) - \Pr(E_2) - \Pr(E_3) - \Pr(S < 1 \mid E1 \land E2 \land E3).$$

By Lemmas 3.10, 3.11, 3.12, and 3.14, this is at least

$$1 - 3 \times \frac{1}{2^{10}c^{18}} - (1 - \frac{1}{2^6c^{12}}) \geq \frac{1}{2^7c^{12}}.$$
Chapter 4

Instability Results for Exponential Backoff Protocols

We have shown in the previous chapter that the $c$-ary exponential backoff protocol (for any $c > 1$) is stable for some small enough arrival rate $\lambda$. In this chapter we will investigate the instability of the same protocol for $c \geq 2$, and we will show that all $c$-ary protocols are unstable for any $\lambda > \lambda_0 + 1/(4n - 2)$, where $\lambda_0$ is a constant approximately equal to 0.567. We will also examine binary exponential backoff for the special case when $n = 2$, and present some new results on its instability region.

Our definition of instability will be the following.

**Definition 4.1** A protocol is said to be unstable if $E[T_{red}] = \infty$.

At the level of the underlying Markov chain, this is equivalent to non-positivity. Thus, to show that a system is unstable, we will prove that the Markov chain is not positive recurrent. This in turn will prove that there is no stationary distribution for the Markov chain.

Note that this definition of instability is weaker than definitions requiring transience, where the probability of returning to the start state is $< 1$. A transient chain is always non-positive, but a non-positive chain can be recurrent and thus non-transient [15]. Our definition of instability is also weaker than
the one adopted by Håstad, Leighton, and Rogoff [27] which requires showing that both \( E[T_{rel}] = \infty \) and \( E[L_{avg}] = \infty \).

To prove instability, we will again utilise a potential function and its drift. Basically, we must show that for any state with a large enough potential, the drift is non-negative. The jumps of the chain must also be bounded in expectation. This must be true for both negative and positive jumps. The following theorem will be used to prove instability.

**Theorem 4.1 (Fayolle, Malyshev, Menshikov [15])** An irreducible aperiodic time-homogeneous Markov chain \( X_t \) with state space \( X \) is not positive recurrent if there is a function \( f : X \to \mathbb{R}^+ \), and constants \( V_0 \) and \( d \) such that

1. the sets \( \{ x \mid f(x) > V_0 \} \) and \( \{ x \mid f(x) \leq V_0 \} \) are nonempty, and
2. \( E[f(X_{t+1}) - f(X_t) \mid X_t = x] \geq 0 \) for all \( x \) with \( f(x) > V_0 \), and
3. \( E[|f(X_{t+1}) - f(X_t)| \mid X_t = x] \leq d \) for every state \( x \).

### 4.1 Instability of \( c \)-ary Exponential Backoff

In this section we will obtain an instability result for \( c \)-ary exponential backoff for any \( c \geq 2 \). The model used in this section is the same as the one used for studying its stability region in Section 3.3. The arrival rates at the different users will be assumed to be symmetric and Bernoulli distributed.

For any constant \( c \geq 2 \), we will show that the \( c \)-ary exponential backoff protocol is unstable when the arrival rate is at most \( \lambda_0 + \frac{1}{4n-2} \approx 0.567143 + \frac{1}{4n-2} \). The bound on \( \lambda \) and the proof method are the same as those introduced by Håstad, Leighton, and Rogoff [27] for studying the instability of binary exponential backoff. Even though the proof technique is not new, its application to the general version of exponential backoff is. It is hoped that this result will increase our understanding of the stability region of the general \( c \)-ary case. Certainly it shows that increasing the value of \( c \) will not produce protocols that are more stable than the binary case for such arrival rates.
We have seen a similar effect in the stability proof (in Section 3.3), where we showed the same stability result for any constant \( c > 1 \) (notice though that the stability result is asymptotic in \( n \)). It will be quite interesting to find out how and where the value of \( c \) affects the stability region of exponential backoff protocols.

Let \( \lambda_0 \) be the solution to \( \lambda_0 = e^{-\lambda_0} \). The following is the main result of this section.

**Theorem 4.2** Suppose that \( c \) is a constant \( \geq 2 \). Then the \( c \)-ary exponential backoff protocol running on a system of \( n \) users with symmetric Bernoulli arrivals is unstable for any arrival rate \( \lambda \geq \lambda_0 + \frac{1}{m-2} \).

**Proof:**

To investigate the instability of the \( c \)-ary exponential backoff protocol, we will use a potential function similar to the one used in Section 3.3. For any state \( X_t \), define the potential function as

\[
f(X_t) = (c - 1)\alpha \sum_{i=1}^{n} q_i(t) + \sum_{i=1}^{n} c^{b_i(t)}, \tag{4.1}
\]

where \( \alpha = 2n - 1 \). The proof uses the same method used by Håstad, Leighton, and Rogoff [27] for showing that the binary exponential backoff is unstable for the same arrival rate.

Let \( \ell \) denote the number of users \( i \) with \( q_i(t) > 0 \) (i.e. the number of nonempty users). Assume without loss of generality that these are the first \( \ell \) users. For any user \( i \), where \( 1 \leq i \leq \ell \), the probability that it will send is \( p_i = c^{-k_i} \). For users \( i > \ell \), which are empty at the start of the current step, the probability of sending is \( p_i = \lambda_i \) (because new arrivals into empty queues are sent right away). Note that \( \lambda_i = \lambda / n \) because we are assuming symmetric arrival rates.

To prove the theorem, we will use Theorem 4.1 to show that the underlying Markov chain is non-positive recurrent. By setting \( V_0 = n \), Condition 1 of the theorem is satisfied since the set \( \{x | f(x) \leq V_0\} \) contains the empty state.
Next, consider Condition 3 in Theorem 4.1 which is also true because of the following. We will examine the increase and decrease in the potential separately, and show that if they are multiplied by their probability (i.e. to calculate their expectations) then both are bounded by a constant $d$. Notice that the potential is divided into its queue part which is equal to $(c-1)\alpha \sum q_i(t)$ and its backoff counter part which is the term $\sum e^{b_i(t)}$. Note that the total potential is the sum of these two parts.

First consider the increase in the potential. The queue part of the potential can increase by at most $(c-1)\alpha \cdot n$ by having at most $n$ arrivals into the queues in a single step. The backoff counter part is expected to increase by at most $n(c-1)$.\(^1\) Thus the expected increase in the potential is bounded by $(c-1)\alpha \cdot n + n(c-1)$.

Next, consider the possible decrease in potential. We will calculate a bound on the expected decrease in the potential. The queue part of the potential can decrease in a single step by at most $(c-1)\alpha$, because only a single message can succeed in one step. When this happens, the expected decrease in the backoff part of the potential is at most $e^{-b_i} e^{b_i} = 1$. Thus, the expected decrease in the potential is at most $(c-1)\alpha + 1$. Hence,

$$E[|f(X_{t+1}) - f(X_t)| \mid X_t = x] \leq \max\{ (c-1)\alpha \cdot n + n(c-1), (c-1)\alpha + 1\} \leq d.$$ 

This shows that Condition 3 is satisfied by the potential function $f$.

The rest of the proof is devoted to showing that the expected change in the potential is

$$E[f(X_{t+1}) - f(X_t)] \geq 0$$

for all states with $f(X_t) > V_0$. This shows that Condition 2 of Theorem 4.1 is satisfied, and hence the protocol is unstable. Following the method used in [27], this will be done by a detailed calculation of the expected change in a single step. The analysis will be divided into two cases.

\(^1\)This is obvious by examining the expected change in $e^{b_i}$ for each $i$ in a blocked channel. Assuming that no user succeeds, the expected change in $e^{b_i}$ is $(c-1)$, and there are at most $n$ such users.
Similar to what we did in Section 3.3, we will examine the expected change in the potential in a single step. Let \( T \) denote \( \prod_{i=1}^{n} (1 - p_i) \) and let \( S \) denote \( \sum_{i=1}^{n} \frac{p_i}{1 - p_i} \). Note that the expected number of successes at step \( t \) is \( S \times T \). Let \( I_{a,i,t} \) be the 0/1 indicator random variable which is 1 iff there is an arrival at user \( i \) during step \( t \) and let \( I_{s,i,t} \) be the 0/1 indicator random variable which is 1 iff user \( i \) succeeds in sending a message at step \( t \).

Define \( \sigma_i \) as the probability that user \( i \) collides at step \( t \) and \( \rho_i \) as the probability that user \( i \) sends successfully at step \( t \). Note that for \( 1 \leq i \leq \ell \),

\[
\sigma_i = p_i \left( 1 - \frac{T}{1 - p_i} \right) = e^{-b_i} \left( 1 - \frac{T}{1 - e^{-b_i}} \right)
\]

and for \( \ell + 1 \leq i \leq n \),

\[
\sigma_i = \lambda_i \left( 1 - \frac{T}{1 - \lambda_i} \right).
\]

Similarly, the probability that user \( i \) succeeds is \( \rho_i = p_i \frac{T}{1 - p_i} \).
Using these quantities, the expected change in a single step is

\[
E[f(X_{t+1}) - f(X_t)] = (c - 1) \alpha \sum_{i=1}^{n} (E[I_{a,i,t}] - E[I_{s,i,t}]) + \sum_{i=1}^{n} \left( E[e^{b_i(t+1)}] - e^{b_i(t)} \right) ,
\]

\[
= (c - 1) \alpha \lambda (\lambda - ST) + \sum_{i=1}^{n} \left( (e^{b_i(t)+1} - e^{b_i(t)}) \sigma_i - (e^{b_i(t)} - 1) p_i \right) ,
\]

\[
= (c - 1) \alpha (\lambda - ST) + \sum_{i=1}^{n} \left( (c - 1) e^{b_i(t)} p_i (1 - T(1 - p_i)) - (e^{b_i(t)} - 1) p_i T(1 - p_i) \right) ,
\]

\[
= (c - 1) \alpha (\lambda - ST) + \sum_{i=1}^{\ell} (c - 1)(1 - T(1 - p_i)) + \sum_{i=\ell+1}^{n} (c - 1) \frac{\lambda}{n} (1 - T(1 - p_i)) - \ell T,
\]

\[
= (c - 1) (\alpha (\lambda - ST) + (\ell + \frac{(n - \ell)\lambda}{n}) (c - 1) - \ell T - T(c - 1) \left( \sum_{i=1}^{\ell} \frac{1}{1 - p_i} + \sum_{i=\ell+1}^{n} \frac{p_i}{1 - p_i} \right) ,
\]

\[
= (c - 1) \left( \alpha (\lambda - ST) + \ell + \frac{(n - \ell)\lambda}{n} - ST - \ell T \right) - \ell T,
\]

\[
= (c - 1) \left( \alpha (\lambda + \ell + \frac{(n - \ell)\lambda}{n} - T((\alpha + 1)S + \ell)) - \ell T \right) - \ell T,
\]

\[
= (c - 1) \left( (2n - 1)\lambda + \ell + \frac{(n - \ell)\lambda}{n} - T(2nS + \frac{c}{c - 1} \ell) \right) .
\]

Note that if we examine the backoff counters of nonempty users at the start of any step (i.e. before we add any arrivals), there can be at most one user with a backoff counter equal to 0 (i.e. a user that will definitely send). This is due to the fact that there can be only one successful user at the end of the previous step. Showing that the drift is nonnegative will be divided into two cases according to the existence of a nonempty user with a counter equal to 0 at the start of the current step.

**Case 1.** \(q_1 \geq 1, \ldots, q_{\ell} \geq 1\) and \(q_{\ell+1} = 0, \ldots, q_n = 0; b_1 \geq 1, \ldots, b_\ell \geq 1; 1 \leq \ell \leq n\)

In this case there are \(\ell\) active users and none has a backoff counter equal to 0 at the start of the step. Define \(\epsilon_i = \frac{p_i}{1 - p_i}\), and note that \(1 + \epsilon_i = \frac{1}{1 - p_i}\) and that
0 < \epsilon_i < 1 \text{ because in this case } 0 < p_i < 1. \text{ Next, define}
\[ R = \prod_{i=1}^{n} (1 + \epsilon_i). \]

Note that \( R = 1/T, \) and \( S = \sum_{i=1}^{n} \epsilon_i. \) For any \( \lambda \geq \frac{1}{2} + \frac{1}{4n-2}, \) we will show that in this case
\[ E[f(X_{t+1}) - f(X_t)] \geq (c-1) \left( n + \ell + \frac{(n-\ell)\lambda}{n} - T(2nS + \frac{c}{c-1}\ell) \right) \geq 0. \]

Because \( c \geq 2, \) the last inequality is satisfied when
\[ n + \ell \geq T(2nS + 2\ell), \]

which can be rewritten as
\[ R(n + \ell) \geq 2nS + 2\ell. \tag{4.2} \]

To verify that Inequality (4.2) is true, we will use the following lemma which is due to Håstad, Leighton and Rogoff (Lemma 5.2 in [27]).

**Lemma 4.3** If \( 0 \leq \epsilon_i \leq 1 \) for \( 1 \leq i \leq m, \) then
\[ \prod_{i=1}^{m} (1 + \epsilon_i) \geq 1 + \sum_{i=1}^{m} \epsilon_i \]

and
\[ \prod_{i=1}^{m} (1 + \epsilon_i) \geq 2 \sum_{i=1}^{m} \epsilon_i. \]

Note that the first inequality in the lemma shows that
\[ R \geq 1 + S, \]

and the second show that
\[ R \geq 2S. \]

Hence,
\[ R(n + \ell) \geq R(n - \ell) + 2R\ell \]
\[ \geq 2nS - 2\ell S + 2(1 + S)\ell \]
\[ = 2nS + 2\ell. \]

This shows that Inequality (4.2) is satisfied.
Case 2. $q_1 \geq 1, \ldots, q_{\ell+1} \geq 1$ and $q_{\ell+2} = 0, \ldots, q_n = 0$; $b_1 \geq 1, \ldots, b_{\ell} \geq 1$; $b_{\ell+1} = 0$; $0 \leq \ell < n$

In this case (and at the beginning of the step before new arrivals are added to the queues) there is a single user (i.e. user $\ell + 1$) with a nonempty queue and a backoff counter equal to 0. \(^2\) In this case, if any user other than user $\ell + 1$ sends, there will be a collision. Therefore, only this user can send successfully when all of the others stay silent. The probability that this happens (and user $\ell + 1$ succeeds) is

$$W = \prod_{i=1}^{\ell} (1 - c^{-b_i}) \prod_{i=\ell+2}^{n} (1 - \lambda_i).$$

We calculate the drift in this case as

$$E[f(X_{\ell+1}) - f(X_\ell)] = (c - 1) \alpha \sum_{i=1}^{n} (E[I_{a,i,t}] - E[I_{s,i,t}]) + \sum_{i=1}^{n} (E[e_{b_i}(t+1)] - e_{b_i}(t))$$

$$= (c - 1) \alpha (\lambda - W) + \sum_{i=1}^{n} ((e_{b_i}(t+1) - e_{b_i}(t)) \sigma_i - (e_{b_i}(t) - 1) \rho_i)$$

$$= (c - 1) \alpha (\lambda - W) + \ell (c - 1) + (c - 1)(1 - W) + (c - 1) \sum_{i=\ell+2}^{n} \lambda_i$$

$$= (c - 1) \left( \alpha (\lambda - W) + \ell + (1 - W) + \sum_{i=\ell+2}^{n} \lambda_i \right).$$

Thus, the expected change in the potential is

$$E[f(X_{\ell+1}) - f(X_\ell)] = (c - 1) \left( \alpha (\lambda - W) + \ell + (1 - W) + \sum_{i=\ell+2}^{n} \lambda_i \right).$$

Since $c > 1$, this is nonnegative when

$$\alpha \lambda + \ell + 1 + \sum_{i=\ell+2}^{n} \lambda_i \geq (\alpha + 1)W.$$  

Since the arrival rates at each user are symmetric, $\lambda_i \geq \lambda/n$. Substituting constants into the inequality, it suffices to show that the function

$$g(\ell) = (2n - 1) \lambda + \ell + 1 + (n - \ell - 1) \frac{\lambda}{n} - 2n \left( 1 - \frac{\lambda}{n} \right)^{n-\ell-1}$$

\(^2\)From the case description, we know that users $1 \ldots \ell$ have nonempty queues and $b_i > 0$, user $\ell + 1$ has a nonempty queue and $b_{\ell+1} = 0$ and the users $\ell + 2 \ldots n$ have empty queues at the start of the step.
is nonnegative for all possible values of \( \ell \).

To do this we will show that

1. \( g(0) \) is nonnegative,
2. \( g(n-1) \) is nonnegative, and
3. \( \frac{\partial^2}{\partial \ell^2} g(\ell) < 0 \) for \( 0 \leq \ell \leq n-1 \).

To prove that \( g(n-1) \geq 0 \), note that

\[
g(n-1) = 2n\lambda + n - \lambda - 2n = \lambda(2n-1) - n
\]

is nonnegative when

\[
\lambda \geq \frac{n}{2n-1} = \frac{1}{2} + \frac{1}{4n-2}.
\]

Next, we show that \( \frac{\partial^2}{\partial \ell^2} g(\ell) < 0 \) for \( 0 \leq \ell \leq n-1 \). This is clearly true since the second derivative is

\[
\frac{\partial^2}{\partial \ell^2} g(\ell) = -2n \left( 1 - \frac{\lambda}{n} \right)^{n-\ell-1} \left( \ln \left( 1 - \frac{\lambda}{n} \right) \right)^2 < 0.
\]

Finally, we must show that

\[
g(0) = 2n\lambda + 1 - \frac{\lambda}{n} - 2n \left( 1 - \frac{\lambda}{n} \right)^{n-1} \geq 0.
\]

This is a bit tricky, and we will prove it using the following calculation due to Håstad et. al. [27] which we copy here with its proof.

**Proposition 4.4 (Håstad, Leighton, and Rogoff [27])** Suppose that \( \lambda_0 \) is the solution of the equation \( \lambda_0 = e^{-\lambda_0} \). Then for any \( \lambda \geq \lambda_0 + \frac{1}{4n-2} \),

\[
\left( 1 - \frac{\lambda}{n} \right)^{n-1} \leq \lambda.
\]

**Proof:** First note that

\[
1 - \frac{\lambda}{n} = e^{-\frac{\lambda}{n} - \frac{\lambda^2}{2n^2} - \frac{\lambda^3}{3n^3} - \cdots}
\]
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and thus
\[
(1 - \frac{\lambda}{n})^{n-1} = e^{-\lambda + \frac{\lambda^2}{2n} + \frac{\lambda^3}{3n^2} + \frac{\lambda^4}{4n^3} + ...} \\
= e^{-\lambda + \frac{\lambda(2\lambda)}{2n} + \frac{\lambda^2(2\lambda + 3\lambda)}{6n^2} + \frac{\lambda^3(4n + 3\lambda)}{12n^3} + ...} \\
< e^{-\lambda + \frac{1}{2n} + \frac{1}{2n^2} + \frac{1}{2n^3} + ...} \quad \text{since } \lambda < 1, \\
< e^{-\lambda + \frac{1}{2n} + \frac{1}{2n^2}(1 - \frac{1}{1/n})} \\
\leq e^{-\lambda + \frac{1}{2n}} \\
= e^{-(\lambda - \frac{1}{4n - 2}) + \frac{1}{4n - 2}} \\
\leq \left(\lambda - \frac{1}{4n - 2}\right) e^{\frac{1}{4n - 2}} \quad \text{since } \lambda - \frac{1}{4n - 2} \geq \lambda_0 \text{ and } e^{-\lambda'} \leq \lambda' \text{ for all } \lambda' \geq \lambda_0 \\
\leq \left(\lambda - \frac{1}{4n - 2}\right) \frac{1}{1 - \frac{1}{4n - 2}} \quad \text{since } e^x \leq \frac{1}{1-x} \text{ for } 0 \leq x < 1, \\
\leq \lambda.
\]

\[\square\]

Using Proposition 4.4 we conclude that

\[g(0) \geq 2n\lambda + 1 - \frac{\lambda}{n} - 2n\lambda > 0.\]

Thus we have shown that \(g(\ell) \geq 0\) for all \(0 \leq \ell \leq n - 1\), which proves that \(E[f(X_{t+1}) - f(X_t)] \geq 0\) in this case.

These two cases prove that Condition 2 is true, and thus using Theorem 4.1 the protocol is unstable for any \(\lambda > \lambda_0 + \frac{1}{4n - 2}\). \[\square\]

### 4.2 Instability of the Two-User Binary Exponential Backoff

Consider the binary exponential backoff protocol running on a system of two users sharing a multiple-access channel. By working with only two users, our aim is to seek some exact answers for the stability region of this protocol. However, we will see in this section that reducing the number of users does not necessarily make the analysis trivial. It seems frustrating that even though limiting the number of users to two might simplify the problem, there are still
many open questions about the stability region. Yet, at the same time, this simplified problem shows that finding answers about the stability of backoff protocols can be very a non-trivial and interesting task.

Results for this case were first obtained by Goodman, Greenberg, Madras, and March [25] who showed that binary exponential backoff is positive recurrent when \( \lambda < 0.3 \) given that the arrival rates are symmetric. For non-symmetric arrivals, they showed that the system is unstable when either \( \lambda_1 \) or \( \lambda_2 \) is at least \( 1/2 \). The same authors obtained some conditions on the two arrival rates under which the protocol is stable when these rates are non-symmetric. The effort this paper had to go through to obtain this result is another illustration of the complexity of analysing backoff protocols even in a simple situation such as the two-user case.

Håstad, Leighton and Rogoff [27] later showed (as a special case of their instability result) that when the two arrival rates are symmetric, the system is unstable when \( \lambda > 0.733667 \). In this section we will show that for symmetric arrivals, binary exponential backoff is unstable for \( \lambda > 2/3 \). We will also give some conditions under which the protocol is unstable for non-symmetric arrivals. These results (including ours) are illustrated in Figure 4.1 which summarises what we know about the two-user case of binary exponential backoff.

The main result of this section is presented by the following theorem.

**Theorem 4.5** Suppose that two users are sharing a multiple-access channel using the binary exponential backoff protocol with mean arrival rates \( \lambda_1 \) and \( \lambda_2 \). Then the system is unstable when any of the following inequalities are satisfied

1. \( \lambda_1 \geq 1/5 \) and \( \lambda_2 \geq 1/5 \) and \( \lambda_1 + \lambda_2 \geq 2/3 \); or
2. \( \lambda_1 < 1/5 \) and \( 8\lambda_1 + 3\lambda_2 \geq 3 \); or
3. \( \lambda_2 < 1/5 \) and \( 3\lambda_1 + 8\lambda_2 \geq 3 \).

The instability region shown by this result is illustrated in Figure 4.1 which also compares it with previous results by other authors. When the ar-
Figure 4.1: The stability and instability regions for the two-users binary exponential backoff.
rival rates into the two stations are symmetric, we get the following simplified corollary.

**Corollary 4.6** Any system with two users running the binary exponential back-off protocol with mean arrival rates $\lambda_1 = \lambda_2 = \lambda/2$ is unstable for any $\lambda > 2/3$.

The system will be analysed using a Markov chain $X_t$ and an associated potential function. Each state in this chain will consist of a quadruple $(q_1, q_2, b_1, b_2)$ specifying the current queue sizes and the values of the backoff counters. The proof will use Theorem 4.1 to show that this Markov chain is non-positive recurrent. Note that this chain is time-homogeneous, aperiodic, irreducible and has a countable state space $X$.

We begin the analysis of the chain by choosing a suitable potential function. For each state $X_t$ define the potential as

$$f(X_t) = 3(q_1(t) + q_2(t)) + 2^{b_1(t)} + 2^{b_2(t)}.$$

### 4.2.1 Bounded Expected Jumps

The following lemma shows that Condition 3 in Theorem 4.1 is satisfied.

**Lemma 4.7** Given any state $x$, there exists a finite constant $d$ such that

$$E[|f(X_{t+1}) - f(X_t)| |X_t = x|] \leq d.$$

**Proof:** Because of the absolute value on the change in potential, we will divide the proof into two cases depending on whether the change is negative or not. Let $E$ denote the event that $f(X_{t+1}) - f(X_t) \geq 0$. Thus, $E$ is true when the change is nonnegative.

**Case $E$:**

In this case, the change is nonnegative. From the analysis of a single backoff counter in a blocked channel (i.e. where no user succeeds), we know that $E[2^{b_1(t+1)}] = 2^{b_1(t)} + 1$. Thus,

$$E[|f(X_{t+1}) - f(X_t)| |X_t = x|] \leq 3(\lambda_1 + \lambda_2) + 1 + 1 \leq 5. \quad (4.3)$$
Case $E$:

The change in potential in this case is negative. This can be caused by one event only, namely that a user succeeds in sending. This will result in a drop by 3 (from a message being removed from the queue) and $2^{b_i} - 1$ (from backoff counter $i$ being reset to 0). The drop from the backoff counter can be very large. However, this happens with probability

$$\Pr(\text{User } i \text{ succeeds}) \leq 2^{-b_i}.$$ 

Thus, the expected drop in the potential is at most

$$2^{-b_i}(3 + 2^{b_i}) \leq 3 + 1. \tag{4.4}$$

From Equation (4.3) and Equation (4.4), we conclude that

$$E[|f(X_{t+1}) - f(X_t)| \mid X_t = x] \leq E[f(X_{t+1}) - f(X_t) \mid X_t = x \wedge E] + E[f(X_{t+1}) - f(X_t) \mid X_t = x \wedge \neg E] \leq 5 + 4 \leq d.$$

\[\square\]

4.2.2 Non-negative drift

Let the constant $V_0$ in the statement of Theorem 4.1 be equal to 2. This establishes Condition 1 of Theorem 4.1 since the set of states $x$ with $f(x) \leq V_0$ includes the empty state $(0, 0, 0, 0)$ only. The following lemma establishes Condition 2 of Theorem 4.1.

Lemma 4.8 Given any state $x$ with $f(x) > 2$, and assuming that the following conditions on the mean arrival rates are true:

(i) $\lambda_1 + \lambda_2 \geq 2/3$.
(ii) $3\lambda_1 + 8\lambda_2 \geq 3$. 
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(iii) \[ 8\lambda_1 + 3\lambda_2 \geq 3. \]

Then

\[ E[f(X_{t+1}) - f(X_t) \mid X_t = x] \geq 0. \]

**Proof:**

The analysis is divided into five cases depending on whether a queue or a backoff counter is zero or not, and the expected change in potential is calculated over a single step in every case. We will exclude the empty state \((0, 0, 0, 0)\) by requiring that the nonnegative expected change is observed in states \(x\) with potential \(f(x) > 2\). This was done by setting \(V_0 = 2\). Inequality (i) on the arrival rates which requires that

\[ \lambda_1 + \lambda_2 \geq \frac{2}{3} \tag{4.5} \]

will be sufficient to show that the drift in most cases is nonnegative. However, in the first two cases another weaker condition will be derived. This will give us a slightly higher rate for instability when \(\lambda_1 < 1/5\) or \(\lambda_2 < 1/5\).

**Case 1a : States** \(x = (q_1, 0, 0, 0)\) where \(q_1 \geq 1\)

In this case there is only one nonempty queue with backoff counter equal to zero. Thus, queue 1 will send with probability one in this step. Collisions can only occur when a new message arrives at user 2 during this step. The analysis of this case is simplified by the fact that both stations send with a known probability. Thus, we can calculate the exact value of the expected change in the potential.

\[ E[f(X_{t+1}) - f(X_t) \mid X_t = x] = 3(\lambda_1 + \lambda_2) - 3(1 - \lambda_2) + \lambda_2(1 + 1) - 0. \]

By simplifying the terms, this is nonnegative when the following inequality is true

\[ 3\lambda_1 + 8\lambda_2 \geq 3. \tag{4.6} \]

This is Condition (ii) in the statement of the lemma.
Case 1b : States $x = (0, q_2, 0, 0)$ where $q_2 \geq 1$

This case is very similar to the previous case, but now user 2 has the nonempty queue. The expected change in a single step is

$$E[f(X_{t+1}) - f(X_t) \mid X_t = x] = 3(\lambda_1 + \lambda_2) - 3(1 - \lambda_1) + \lambda_1 (1 + 1) - 0.$$  

Again, by simplifying we get the following condition for this to be nonnegative

$$8\lambda_1 + 3\lambda_2 \geq 3. \quad (4.7)$$

This shows that Condition (iii) in the statement of the lemma is true.

Case 2a : States $x = (q_1, 0, b_1, 0)$ where $q_1 \geq 1, b_1 \geq 1$

In these states, user 1 has a nonempty queue. However, its backoff counter is larger than 0. Therefore, it will not definitely send in the next step. The probability that user 1 sends is $2^{-b_1}$ while the probability that an arrival comes to user 2 and is sent is $\lambda_2$.

Suppose that Inequality (4.5) (which is equivalent to Condition (i)) is true. We will show that the expected change in the potential is nonnegative.

$$E[f(X_{t+1}) - f(X_t) \mid X_t = x] = 3(\lambda_1 + \lambda_2) - 3\left(2^{-b_1}(1 - \lambda_2) + \lambda_2(1 - 2^{-b_1})\right)$$

$$+ \lambda_2(2^{-b_1} + 1) - (1 - \lambda_2)(1 - 2^{-b_1})$$

$$= -1 - 2^{1-b_1} + 3\lambda_1 + 2\lambda_2 + 3 \cdot 2^{1-b_1} \lambda_2$$

$$= -1 - 2^{1-b_1} + 3(\lambda_1 + \lambda_2) - \lambda_2 + 3 \cdot 2^{1-b_1} \lambda_2$$

$$\geq -1 - 2^{1-b_1} + 2\left(\frac{2}{3}\right) + \lambda_1 + 3 \cdot 2^{1-b_1} \lambda_2$$

$$= \frac{1}{3} - 2^{1-b_1} + \lambda_1 + 3 \cdot 2^{1-b_1} \lambda_2$$

$$= 2^{-b_1} \times \left(\frac{2^{b_1}}{3} - 2 + 2^{b_1} \lambda_1 + 6\lambda_2\right)$$

$$\geq 2^{-b_1} \times \left(\frac{2}{3} - 2 + 2\lambda_1 + 6\lambda_2\right)$$

$$\geq 2^{-b_1} \times \left(\frac{2}{3} - 2 + 2 \left(\frac{2}{3}\right) + 4\lambda_2\right)$$

$$= 2^{-b_1} 4\lambda_2$$

$$\geq 0.$$
**Case 2b:** States $x = (0, q_2, 0, b_2)$ where $q_2 \geq 1, b_2 \geq 1$

These states are very similar to the states in Case 2a, and by symmetry we can show that the expected change in the potential is nonegative.

**Case 3:** $x = (q_1, q_2, b_1, b_2)$ where $q_1 \geq 1, q_2 \geq 1, b_1 \geq 0$, and $b_2 \geq 0$

Both users have nonempty queues. Therefore, the arrivals have no immediate impact on the collisions. The only effect of arrivals is to increase the queue sizes. Assuming that Inequality (4.5) (i.e. Condition (i)) is true, the expected change in a single step is

\[
E[f(X_{t+1}) - f(X_t) | X_t = x] = 3(\lambda_1 + \lambda_2) - 3(2^{-b_1}(1 - 2^{-b_2}) + 2^{-b_1}(1 - 2^{-b_2})) + 2^{-b_1} + 2^{-b_2} - 2(1 - 2^{-b_1})(1 - 2^{-b_2}) \\
\geq 3 \left( \frac{2}{3} \right) - 3(2^{-b_1}(1 - 2^{-b_2}) + 2^{-b_1}(1 - 2^{-b_1})) + 2^{-b_1} + 2^{-b_2} - 2(1 - 2^{-b_1})(1 - 2^{-b_2}) \\
= 2^{2-b_1-b_2} \\
\geq 0.
\]

Now we are ready to prove the main theorem in this section.

**Proof of Theorem 4.5:** In order to show that the drift is nonnegative, we must ensure that inequalities (i), (ii), and (iii) are all satisfied. Although when the two arrival rates are close to each other the system is unstable for $\lambda_1 + \lambda_2 \geq \frac{2}{3}$, we must use other conditions when one arrival rate is much smaller than the other. The proof is divided into the three cases taken from the statement of Theorem 4.5.

**Case 1.** $\lambda_1 \geq 1/5, \lambda_2 \geq 1/5$, and $\lambda_1 + \lambda_2 \geq 2/3$

Consider first the case where both arrival rates are at least $1/5$, and their sum is at least $2/3$. Thus, we are given Condition (i) and we must show that Conditions (ii) and (iii) are satisfied. These can be easily shown by the following. For
Condition (ii), note that using the fact that $\lambda_1 + \lambda_2 \geq 2/3$ and $\lambda_2 \geq 1/5$, we can deduce

\[
3\lambda_1 + 8\lambda_2 = 3(\lambda_1 + \lambda_2) + 5\lambda_2 \\
\geq 3\left(\frac{2}{3}\right) + 5\left(\frac{1}{5}\right)
\]
\[
= 3.
\]

Similarly, using $\lambda_1 + \lambda_2 \geq 3$ and $\lambda_1 \geq 1/5$, the following shows that Condition (iii) is satisfied.

\[
8\lambda_1 + 3\lambda_2 = 5\lambda_1 + 3(\lambda_1 + \lambda_2) \\
\geq 5\left(\frac{1}{5}\right) + 3\left(\frac{2}{3}\right)
\]
\[
= 3
\]

Thus in this case all of the conditions of Lemma 4.8 are met and the drift is nonnegative.

**Case 2.** $\lambda_1 < 1/5$ and $8\lambda_1 + 3\lambda_2 \geq 3$

Consider case number 2 in the statement of Theorem 4.5. In this case the first user has a low arrival rate, namely $\lambda_1 < 1/5$. We must show that in this case, if $8\lambda_1 + 3\lambda_2 \geq 3$ (i.e. Condition (iii)) is satisfied then both (i) and (ii) are true. Assume that $\lambda_1 < 1/5$ and note that $8\lambda_1 + 3\lambda_2 \geq 3$ can be rewritten as

\[
\lambda_1 + \lambda_2 \geq 1 - \frac{5}{3}\lambda_1 \\
\geq 1 - \frac{1}{3} \\
= \frac{2}{3}
\]

which is equal to Condition (i).

To show that Condition (ii) is satisfied, note that since we have shown that
\[ \lambda_1 + \lambda_2 \geq 2/3, \]

\[
3\lambda_1 + 8\lambda_2 \geq 3\lambda_1 + 8(2/3 - \lambda_1) \\
\geq 8 \cdot \frac{2}{3} - 5 \cdot \lambda_1 \\
\geq \frac{16}{3} - 5 \cdot \frac{1}{5} \\
= \frac{13}{3} \\
\geq 3. 
\]

**Case 3.** \( \lambda_2 < 1/5 \) and \( 3\lambda_1 + 8\lambda_2 \geq 3 \)

Again, by symmetry, this case is identical to the previous case.

In any of the three cases we have shown that Conditions (i), (ii), and (iii) are all satisfied. Using Lemma 4.8 this shows that statement 2 of Theorem 4.1 is satisfied (i.e. the chain has nonnegative drift under the potential function \( f \)). Lemma 4.7 shows that statement 3 of Theorem 4.1 is also satisfied.

Furthermore, since \( V_0 = 2 \) then statement 1 is satisfied. Thus, using Theorem 4.1 we conclude that the Markov chain \( X_t \) is not positive recurrent and has no stationary distribution.
Chapter 5

Age-based Protocols in the Finite Model

While backoff protocols have gained popularity after their initial use in the Ethernet, only a small number of other acknowledgement-based protocols have been studied in the literature. These include age-based protocols, which were first studied for the infinite users model by MacPhee [38] in his PhD thesis and in the paper by Kelly and MacPhee [35] (see also the survey by Kelly [34]). For the finite users model, no stability study has been conducted for age-based protocols until now.

Age-based and backoff protocols are both acknowledgement-based, and thus share the nice properties outlined in Chapter 1. The main difference between the two classes of protocols is in the way the probability of retransmission is calculated. In backoff protocols, the transmission probability is a function of the number of collisions encountered by a message. While in age-based protocols it is a function of the age of the message (i.e. the time it has been waiting to be sent). For the finite model, the age is defined as the time a message has been waiting at the head of the queue. We only consider the age of a message after it reaches the head of a queue because in the finite model only these messages participate in the contention process.
In the next section we will present a protocol which is, in a sense, similar to binary exponential backoff. However, while binary exponential backoff sends with an expected probability $E[p_i] = \Theta(1/a_i)$ for a message that has been waiting for $a_i$ steps; the age-based protocol sends with probability $p_i = \Theta(1/a_i)$. We will show that this protocol is essentially stable for a slightly higher $\lambda$ than the rate known to be sufficient for exponential backoff to be positive recurrent. Furthermore, the form of stability used for the age-based protocol presented below will be stronger than positive recurrence, in the sense that we require that $E[T_{rel}] < \infty$ and that the expected load of the system in the stationary distribution (i.e. $E_{\pi}[L(X_i)]$) is also bounded. To prove this strong form of stability we will use the results of Chapter 2. Note that the results of this chapter are asymptotic in the number of users $n$.

5.1 Strong Stability of an Age-based Protocol Similar to Binary Exponential Backoff

The model assumptions for this protocol are basically the same as those presented in Section 3.1 for $c$-ary exponential backoff. We will again consider a system of $n$ users sharing a multiple-access channel. Every user has a queue where it stores arriving messages. In each step, a single arrival into user $i$ is added to its queue with probability $\lambda_i$, and none with probability $1 - \lambda_i$. Suppose that arrivals are symmetric, so that the rate for every user $i$ is $\lambda_i = \lambda/n$. Time is divided into discrete steps (i.e. we are working in the so called slotted model) and a single message is small enough so that it can be sent in a single time step.

The queue size of the $i$th user at the beginning of the $i$th time step is denoted by $q_i(t)$. Instead of backoff counters, users maintain age counters. Let $a_i(t)$ denote the age of the message stored at the head of the queue of user $i$. (The age of a message is equal to the number of time steps since it arrived at the head of the queue, and empty users have counters equal to 0.) Thus a
message born at step $t$ (i.e. arriving at the head of queue $i$ at step $t$) has age $a_i(t) = 0$. If the same message has not been sent at step $t + T$, then its age will be $a_i(t + T) = T$.

The age-based protocol works as follows. At each step $t$, user $i$ will send with probability $\frac{4}{a_i(t) + 1}$ if the head of its queue is not empty. Since this is a multiple-access channel, if any one else sends at the same time step, a collision is detected and none of the transmissions are successful. However, if user $i$ is the only one sending, the transmission is considered successful, and the message is removed from the queue of user $i$.

To analyse this protocol, we will again model it by a Markov chain $X_t$. The chain has a countable state space $X = (\mathbb{Z}^+)^{2n}$. A state of the system at time $t$ will be represented by the following $2n$-tuple,

$$X_t = (q_1(t), \ldots, q_n(t), a_1(t), \ldots, a_n(t)).$$

From each state, the probability of moving to another state is determined by the arrival process and the send probabilities defined above for the protocol. Similar to the chains considered before, this chain is time-homogeneous, irreducible, and aperiodic.

Let us again define the system load at time $t$ as $L(X_t) = \sum_{i=1}^{n} q_i(t)$. Each state $X_t$ in the Markov chain is associated with a positive potential using the following function.

$$f(X_t) = \alpha n^{3/2} \sum_{i=1}^{n} q_i(t) + \sum_{i=1}^{n} a_i(t) + 1.$$ 

Note that this function is an upper bound on the system load. Using this potential function we will show the following result.

**Theorem 5.1** Suppose that an age-based protocol is running on a system of $n$ users, and that each user with a nonempty queue sends with probability $p_i = \frac{4}{(a_i + 4)}$, where $a_i$ is the age of the message at the head of queue $i$. Furthermore, suppose that arrivals at user $i$ are Bernoulli distributed with probability $\lambda_i = \lambda/n$ of receiving an arrival at each step. Then there exists a constant $\alpha$ such that
the system is strongly stable (in the sense that $E[T_{rel}] < \infty$ and there exists a unique stationary distribution $\pi$ such that $E_\pi[L(X_t)] < \infty$) for sufficiently large $n$ and any $\lambda \leq 1/(\alpha n^{3/4})$.

We will show that Conditions (C1), (C2), and (V2) in Lemma 2.8 are satisfied by the Markov chain $X_t$. The proof of Condition (C2) follows the same argument used to show that $c$-ary exponential backoff is positive recurrent. However, the proof for the age-based protocol (i.e. for Condition (C2)) is simpler and shorter than the backoff proof because we do not need to use probabilistic bounds to estimate the probability of an attempt (like we did in Lemma 3.2). This was necessary with backoff because of the stochastic nature of the backoff counters and the fact that after $T$ steps from the start state we do not know how many collisions have been encountered by user $i$. This is not the case in an age-based protocol since after $T$ steps, if the message has not been sent successfully then we know that the age counter has increased by exactly $T$. The same reason is responsible for making it possible to show condition (C1) is true\(^1\), and for the stronger and slightly better stability rate bound for the age-based protocol than $c$-ary exponential backoff (i.e. we can show that the expected load in the stationary distribution is bounded for the age-based protocol, and $\lambda \leq 1/(\alpha n^{3/4})$ for age-based instead of $1/(\alpha n^{3/4+\epsilon})$ for exponential backoff).

Let us define the function $k(x) \geq 1$ to be an integer function which takes its values from the set $\{1, \ldots, K\}$, where $1 \leq K < \infty$. This function will determine the number of steps needed in each case to show negative drift. Let us also set here the values of the constants from Lemma 2.8 as $\beta = 17$, $\sigma = 2.75$, $\alpha = e^{20}\beta$, $K = 3n$, and $V_0 = 64\alpha^2 n^5 K^2$. Let $C$ be the set of all states $s$ with potential $f(s) \leq V_0$. Note that $C$ is a finite set. The function $V(s)$ will be set to denote $f^2(s)$ for all states $s \in X$.

We start the proof by showing that the two simpler Conditions (C1) and (V2) are satisfied. Then after showing that Condition (C2) is also satisfied, we

\(^1\)To be more specific, the main reason that enabled us to show condition (C1) for the potential function used for the age-based and not the backoff protocol is the fact that the upward jumps for the former are bounded.
will present the proof of Theorem 5.1.

5.1.1 Conditions (C1) and (V2)

The following lemma establishes Condition (C1) for the age-based protocol defined above.

Lemma 5.2 Given the chain $X_t$ representing the evolution of the age-based protocol, and given the potential function $f$ defined above, then Condition (C1) in Lemma 2.8 is satisfied.

Proof: For convenience, let us restate Condition (C1). Remember that the function $V(s)$ was set to $f^2(s)$, and given any state $s \in \mathbf{X} - C$ such that $s' = X_{t+k(s)}$, we must show

(C1) $E[(f(s') - f(s))^2] \leq (2\sigma - 1) k(s) \cdot f(s)$.

To prove this condition we start with some notation. Let

$$Q(X_t) = \sigma n^{3/2} \sum_{i=1}^{n} q_i(t)$$

and

$$A(X_t) = \sum_{i=1}^{n} a_i(t).$$

Note that the potential function can be written as $f(X_t) = Q(X_t) + A(X_t) + 1$. The following non-negative random variables will also simplify the analysis. Let

$$Q^+ = \max\{0, Q(s') - Q(s)\},$$

$$Q^- = \max\{0, -(Q(s') - Q(s))\},$$

$$A^+ = \max\{0, A(s') - A(s)\},$$

$$A^- = \max\{0, -(A(s') - A(s))\}.$$

There is a clear relationship between these nonnegative random variables and the drift, that is obscured by the $\max$ function. To establish this relation we will need the following simple proposition.
Proposition 5.3  For any two real numbers $x$ and $y$,
\[ x - y = \max \{0, x - y\} - \max \{0, y - x\}. \]

**Proof:** There are three cases. If $x = y$ then both sides are 0 and the equality holds. If $x > y$ then the right hand side is $\max \{0, x - y\} - 0$, which is equal to the left hand side $x - y$. On the otherhand, if $x < y$ then the right hand side is equal to $0 - \max \{y - x, 0\}$, which is also equal to the left hand side. \qed

Using this proposition, we can show that $Q(s') - Q(s) = Q^+ - Q^-$ and $A(s') - A(s) = A^+ - A^-$, and thus
\[ f(s') - f(s) = Q^+ - Q^- + A^+ - A^- . \]

The expected square of the change in the potential can now be written as,
\[
E[(f(s') - f(s))^2] = E[(Q^+ - Q^- + A^+ - A^-)^2] \\
\leq E[(Q^+)^2 + (A^+)^2 + (Q^-)^2 + (A^-)^2 + 2Q^-A^- + 2Q^+A^+] .
\]

Most of these random variables are trivially bounded from above. Notice that $Q^+ \leq cn^{3/2} \cdot nK$ because we can have at most $n$ new arrivals into the queues at each step, and there are $k(s) \leq K$ steps. Also, $Q^- \leq cn^{3/2}K$ since at most one message is sent successfully at each step, and there are at most $K$ steps. For the age counter part of the potential, $A^+ \leq nK$, since the counter of each user can increase by at most 1, and there are at most $n$ users. Using these bounds,
\[
E[(f(s') - f(s))^2] \leq (cn^{3/2} \cdot nK)^2 + (nK)^2 + (cn^{3/2}K)^2 + E[(A^-)^2] \\
+ 2cn^{3/2}K E[A^-] + 2cn^{3/2} \cdot (nK)^2 . \tag{5.1}
\]

Next, with slightly more effort we will bound $E[A^-]$ and $E[(A^-)^2]$. For each user $i$, let
\[ A_i^- = \max \{0, -(a_i(t + k(s)) - a_i(t))\} \]
be the drop in the value of the age counter of user $i$, and note that
\[ A^- \leq \sum_{i=1}^{n} A_i^- . \]
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Let $t' = t + k(X_t)$. The bound on $\mathbb{E}[A^-]$ is obtained as follows,

$$
\mathbb{E}[A^-] \leq \mathbb{E}[\sum_{i=1}^{n} A_i^-]
= \sum_{i=1}^{n} \mathbb{E}[A_i^-]
= \sum_{i=1}^{n} \mathbb{E}[^{\max\{0, -(a_i(t') - a_i(t))\}}]
= \sum_{i=1}^{n} \sum_{x, x \geq 0} x \cdot \Pr(\max\{0, -(a_i(t') - a_i(t))\} = x)
= \sum_{i=1}^{n} \left( \sum_{x, x > a_i(t)} 0 \\
+ \sum_{x, 0 < x \leq a_i(t)} x \cdot \Pr(a_i(t) - a_i(t') = x) \right) \quad (5.2)
\leq \sum_{i=1}^{n} \sum_{x, 0 < x \leq a_i(t)} a_i(t) \cdot \Pr(a_i(t) - a_i(t') = x) \quad (5.3)
= \sum_{i=1}^{n} a_i(t) \Pr(a_i(t') < a_i(t))
$$

The zero sum in Equation (5.2) is caused by the fact that the age counter cannot drop by more than what it started with (i.e. $a_i(t)$). The inequality in Equation (5.3) is due to the same reason.

Furthermore, notice that

$$
\Pr(a_i(t) < a_i(t')) \leq \frac{4}{a_i(t) + 4} \cdot K
$$

since in order for the counter to decrease, the user must attempt to send and succeed, and there are at most $K$ chances of doing so. This leads to the following bound on the expected drop in the age counters

$$
\mathbb{E}[A^-] \leq n a_i(t) \frac{4}{a_i(t) + 4} \cdot K \leq 4nK.
$$

To calculate the remaining bound on $\mathbb{E}[(A^-)^2]$, we will need to establish the following proposition.
Proposition 5.4 Given any sequence \(x_1, \ldots, x_n\) of real numbers, the following inequality is true

\[
\left( \max \{0, \sum_{i=1}^{n} x_i \} \right)^2 \leq \sum_{i=1}^{n} \left( \max \{0, x_i \} \right)^2 + 2 \sum_{i,j; i < j} \max \{0, x_i \} \cdot \max \{0, x_j \}.
\]

Proof: Assume first that \(\sum_{i=1}^{n} x_i \leq 0\), then the left hand side is equal to 0, and the right hand side is clearly nonnegative. Hence, the inequality is true in this case.

On the other hand, assume that \(\sum_{i=1}^{n} x_i > 0\). In this case,

\[
\left( \max \{0, \sum_{i=1}^{n} x_i \} \right)^2 = \left( \sum_{i=1}^{n} x_i \right)^2.
\]

Let \(m\) be the number of nonnegative numbers among the sequence \(x_1, \ldots, x_n\). Assume without loss of generality that the first \(m\) numbers in this sequence are nonnegative. Let \(X_+ = \sum_{i=1}^{m} \max \{0, x_i \}\), and \(X_- = \sum_{i=1}^{n} \max \{0, -x_i \}\). Notice that both are nonnegative quantities and that \(\sum_{i=1}^{n} x_i = X_+ - X_-\). Then,

\[
\left( \sum_{i=1}^{n} x_i \right)^2 = (X_+ - X_-)^2 = X_+^2 + X_-^2 - 2X_+ \cdot X_-
\]

since in this case \(X_+ > X_-\).

Thus we conclude that in this case (i.e. when \(X_+ > X_-\)),

\[
\left( \max \{0, \sum_{i=1}^{n} x_i \} \right)^2 \leq \left( \sum_{i=1}^{m} x_i \right)^2
\]

\[
= \sum_{i=1}^{m} x_i^2 + 2 \sum_{i,j \in \{1, \ldots, m\} \land i < j} x_i \cdot x_j
\]

\[
= \sum_{i=1}^{n} \left( \max \{0, x_i \} \right)^2 + 2 \sum_{i,j; i < j} \max \{0, x_i \} \cdot \max \{0, x_j \}.
\]

This concludes the proof of the proposition. \(\square\)
By Proposition 5.4,
\[
E[(A^-)^2] \leq E\left[\sum_{i=1}^{n} (A_i^-)^2 + 2 \sum_{i,j \neq i < j} A_i^- \cdot A_j^-ight] \\
= \sum_{i=1}^{n} E[(A_i^-)^2] + 2 \sum_{i,j \neq i < j} E[A_i^- \cdot A_j^-] \tag{5.4}
\]

We bound the term \(E[A_i^- \cdot A_j^-]\) as follows.
\[
E[A_i^- \cdot A_j^-] = \sum_{x:1 \leq x \leq a_i(t)a_j(t)} x \cdot \Pr(A_i^- \cdot A_j^- = x) \\
\leq \sum_{x:1 \leq x \leq a_i(t)a_j(t)} a_i(t)a_j(t) \Pr(A_i^- \cdot A_j^- = x) \\
= a_i(t)a_j(t) \sum_{x:1 \leq x \leq a_i(t)a_j(t)} \Pr(A_i^- \cdot A_j^- = x) \\
= a_i(t)a_j(t) \Pr(1 \leq A_i^- \cdot A_j^- \leq a_i(t)a_j(t))
\]

We only consider values of \(x\) where \(1 \leq x \leq a_i(t)a_j(t)\) because the value of \(x\) cannot be less than zero due to the \(\max\) function in \(A_i\) and \(A_j\), and it cannot exceed \(a_i(t)a_j(t)\) since the counters cannot drop by more than what they started with. The latter reason also explains the bound in the inequality.

Furthermore,
\[
\Pr(1 \leq A_i^- \cdot A_j^- \leq a_i(t)a_j(t)) \leq \Pr(A_i^- \cdot A_j^- \geq 1) \\
\leq \Pr(\text{Both } i \text{ and } j \text{ succeed}) \\
\leq \frac{4K}{a_i(t) + 4a_j(t) + 4}.
\]

The second inequality is due to the fact that the term \(A_i^- \cdot A_j^-\) can only be positive when both stations send successfully. In order for both stations to succeed, they must at least attempt to send (and they have at most \(K\) chances to send), which is the reason for the last inequality.

Returning back to the task of bounding the term \(E[A_i^- \cdot A_j^-]\), by substituting we obtain the following,
\[
E[A_i^- \cdot A_j^-] \leq a_i(t)a_j(t) \cdot \frac{4}{a_i(t) + 4} \cdot \frac{4K^2}{a_j(t) + 4} \\
\leq 16K^2.
\]
Next we bound the value of $E[(A_i^{-})^2]$ as follows.

$$
E[(A_i^{-})^2] \leq \sum_{x: 1 \leq x \leq a_i(t)} x \cdot \Pr((A_i^{-})^2 = x)
$$

$$
= \sum_{x: 1 \leq x \leq a_i(t)} (a_i(t))^2 \cdot \Pr((A_i^{-})^2 = x)
$$

$$
\leq (a_i(t))^2 \cdot \sum_{x: 1 \leq x \leq a_i(t)} \Pr((A_i^{-})^2 = x)
$$

$$
\leq (a_i(t))^2 \cdot \Pr((A_i^{-})^2 \geq 1)
$$

$$
\leq (a_i(t))^2 \cdot \frac{4k(s)}{a_i(t) + 4}
$$

$$
\leq 4a_i(t)k(s).
$$

Again, we only consider values of $x$ where the drop is positive and is at most $a_i(t)$ due to the reasons outlined above.

Substituting into Equation (5.4), we get

$$
E[(A^{-})^2] \leq \sum_{i=1}^{n} 4a_i(t)k(s) + 2n^2 \cdot 16K^2
$$

$$
< 4k(s)f(s) + 32n^2K^2.
$$

Finally, we substitute these bounds into Equation (5.1) to get

$$
E[(f(s') - f(s))^2] = (c\alpha^{3/2} \cdot nK)^2 + (nK)^2 + (c\alpha^{3/2}K)^2 + E[(A^{-})^2]
$$

$$
+ 2c\alpha^{3/2}K \cdot E[A^{-}] + 2c\alpha^{3/2} \cdot (nK)^2
$$

$$
\leq (c\alpha^{3/2} \cdot nK)^2 + (nK)^2 + (c\alpha^{3/2}K)^2 + 4k(s)f(s) + 32n^2K^2
$$

$$
+ 2c\alpha^{3/2}K \cdot 4nK + 2c\alpha^{3/2} \cdot (nK)^2
$$

$$
= 4k(s)f(s) + K^2(\alpha^2n^5 + n^2 + \alpha^2n^3 + 32n^2 + 8\alpha n^{5/2} + 2\alpha^{7/2})
$$

$$
\leq (2\sigma - 1)k(s)f(s),
$$

where the last inequality is obtained assuming that $V_0 = 64\alpha^2n^5K^2$ and $n$ is sufficiently big (i.e. we started with a potential $f(s) \geq V_0$).

The following lemma shows that Condition (V2) is also satisfied.
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Lemma 5.5 Condition (V2) is satisfied for the chain $X_t$ representing the evolution of the age-based protocol and the potential function $f$.

**Proof:** Let the constant $d$ in Condition (V2) be equal to $\alpha n^{5/3}$. Condition (V2) is clearly satisfied since we cannot have a bigger increase in the potential in a single step. Note that this change can only happen when the system is empty and it receives $n$ new arrivals at once. \hfill $\Box$

Next we show that if we start from state $s$ with potential $f(s) > V_0$ and allow the protocol to run for $k(s)$ steps, then we will get a suitable negative drift which is proportional to the number of steps (i.e. the drift is $< -\sigma k(s)$). This shows that Condition (C2) in Lemma 2.8 is satisfied.

Lemma 5.6 Given the Markov chain $X_t$, Condition (C2) is satisfied for the potential function $f$.

Because of its length, the proof of Lemma 5.6 is presented in the next subsection.

5.1.2 Negative drift

In this section we will show that Condition (C2) is true for arrival rates $\lambda \leq 1/(\alpha n^{3/4})$. We proceed by dividing the analysis into three cases according to the starting state. For the purposes of the analysis presented below, assume that the arrival rate is $\lambda = \frac{1}{\alpha n^{3/4}}$ for some $\alpha' \geq \alpha$. Let $m(X_t)$ be the number of users $i$ with $q_i(t) > 0$ and counters $a_i(t) < \beta n$, and let $m'(X_t)$ be the number of users $i$ with $q_i(t) > 0$ and counters $a_i(t) < [16n^{1/2}]$. As Lemma 2.8 states, we need only consider states in $X - C$, and we divide them into the following three cases.

**Case 1.** $m'(X_t) = 0$ and $m(X_t) < [n^{1/2}]$

For every state $x = X_t$ such that $m'(x) = 0$ and $m(x) < [n^{1/2}]$ we define $k(x) = 1$. Furthermore, for every such state $X_t$ we will show that

$$E[f(X_{t+1}) - f(X_t)] \leq -\epsilon,$$
The proof for this case depends on a careful calculation of the expected change in the potential in a single step. The intuition here is almost the same as the one used in Case 1 in Section 3.3. It depends on the fact that since all active users have large age counters, then it is likely that most will stay silent in the single step examined here. On the other hand, if one such user sends, then it is likely to succeed since the others will probably stay silent.

For convenience we will define \( m = m(X_t), m' = m'(X_t) \), and \( \ell \) will denote the number of users \( i \) such that \( q_i(t) > 0 \). Without loss of generality assume that these nonempty queues are the queues of users \( 1, \ldots, \ell \). Let \( p_i \) denote the probability that user \( i \) attempts to send at step \( t \). Notice that for the nonempty users (i.e. for \( 1 \leq i \leq \ell \)), the probability of sending is \( p_i = \frac{q_i(t)}{q_i(t) + 1} \). For the users which were empty just before \( t \), there is a probability \( \lambda_t = \lambda/n \) that there will be a new arrival (which is sent immediately because the user has an empty queue). Assuming symmetric arrivals, for users \( \ell + 1 \leq i \leq n \), the probability of sending is \( p_i = \lambda/n \).

Let 
\[
T = \prod_{i=1}^{n} (1 - p_i)
\]
be the probability that all of the \( n \) users stay silent at step \( t \). Also, let us define the sum
\[
S = \sum_{i=1}^{n} \frac{p_i}{1 - p_i}.
\]
Note that \( S \times T \) is the expected number of successful attempts in a single step. Let \( I_{a,i,t} \) be the 0/1 indicator random variable which is 1 iff there is an arrival at user \( i \) during step \( t \), and let \( I_{s,i,t} \) be the 0/1 indicator random variable which is 1 iff user \( i \) succeeds in sending a packet at step \( t \).

Let \( \sigma_i \) denote the probability that user \( i \) does not succeed in sending at step \( t \) and \( \gamma_i \) denote the probability that user \( i \) sends successfully at step \( t \). The
expected change in the potential function can be calculated as

$$E[f(X_{t+1}) - f(X_t)]$$

$$= \alpha n^{3/2} \sum_{i=1}^{n} (E[I_{a,i,d}] - E[I_{s,i,d}]) + \sum_{i=1}^{n} (E[a_i(t+1) - a_i(t)),$$

$$= \alpha n^{3/2}(\lambda - ST) + \sum_{i=1}^{\ell}(\sigma_i - a_i(t)\gamma_i) + \sum_{i=\ell+1}^{n} \lambda_i(1 - \frac{T}{1 - \lambda_i}), \quad (5.5)$$

$$= \alpha n^{3/2}(\lambda - ST) + \sum_{i=1}^{\ell}(1 - p_i \frac{T}{1 - p_i} - a_i(t) : p_i \frac{T}{1 - p_i})$$

$$+ \sum_{i=\ell+1}^{n} \lambda_i(1 - \frac{T}{1 - \lambda_i}), \quad (5.6)$$

$$= \alpha n^{3/2}(\lambda - ST) + \ell - \sum_{i=1}^{\ell}(a_i(t) \cdot \frac{4}{a_i(t) + 4 \cdot \frac{T}{1 - 4/(a_i(t) + 4)})$$

$$+ \frac{(n - \ell)\lambda}{n} - \sum_{i=1}^{\ell} p_i \frac{T}{1 - p_i} - \sum_{i=\ell+1}^{n} \lambda_i(\frac{T}{1 - \lambda_i}),$$

$$= \alpha n^{3/2} \lambda - \alpha n^{3/2} ST + \ell + \frac{(n - \ell)\lambda}{n} - 4\ell T - ST,$$

$$= \alpha n^{3/2} \lambda + \ell + \frac{(n - \ell)\lambda}{n} - T((\alpha n^{3/2} + 1)S + 4\ell).$$

Equation (5.5) is similar to what we did in the derivation of the expected change in potential for the backoff protocols. However, age-based protocols are a little bit different since the age counter increases whenever we do not succeed; while backoff counters stay the same when the user is silent and increase only when there is a collision. Therefore, \(\sigma_i\) in Equation (5.5) is the probability that user \(i\) does not succeed (whether it collided or just stayed silent).

Note that we assume that the age counter of any empty user is set to zero. Therefore, we obtain Equation (5.6) by noticing that for every user \(1 \leq i \leq \ell\), the probability that it does not succeed is \(\sigma_i = 1 - p_i \frac{T}{1 - p_i}\), and the probability that it does is \(\gamma_i = p_i \frac{T}{1 - p_i}\). For the empty users, the age counter will increase by one when there is an arrival and a collision (i.e. when there is an arrival into the empty user, and not all other stations stay silent). This happens with probability \(\lambda_i(1 - T/(1 - \lambda_i))\).

To simplify this further, we will next calculate a bound on \(S\) and \(T\). Notice
that,

\[
S = \sum_{i=1}^{n} \frac{p_i}{1 - p_i} \\
= \sum_{i=1}^{\ell} \left( \frac{4/(a_i(t) + 4)}{1 - 4/(a_i(t) + 4)} \right) + \frac{\lambda(n - \ell)}{n - \lambda} \\
\geq \sum_{i=1}^{m} \left( \frac{4}{\beta n} \right) + \frac{\lambda(n - \ell)}{n - \lambda} \\
= \frac{4m}{\beta n} + \frac{\lambda(n - \ell)}{n - \lambda}.
\]

Similarly, notice that for \(T\),

\[
T = \prod_{i=1}^{n} (1 - p_i) \\
\geq \left( 1 - \frac{4}{16n^{1/2} + 4} \right)^m \left( 1 - \frac{4}{\beta n + 4} \right)^{n-\ell} \left( 1 - \frac{\lambda}{n} \right)^{n-\ell} \\
\geq 1 - \frac{4m}{16n^{1/2} + 4} - \frac{4(\ell - m)}{\beta n + 4} - \frac{\lambda(n - \ell)}{n} \\
\geq 1 - \frac{m}{2n^{1/2}} - \frac{4(\ell - m)}{\beta n} - \frac{\lambda(n - \ell)}{n}.
\]

Combining the bounds on \(S\) and \(T\) the expected change in the potential function is

\[
E[f(X_{t+1}) - f(X_t)] + \epsilon \leq g(m, \ell) = \alpha n^{3/2} \lambda + \ell + \frac{n - \ell}{\lambda} - \frac{1}{\lambda} + \left( \frac{1}{\lambda} + \frac{4m}{\beta n} + \frac{n - \ell}{\lambda} \right) \left( \frac{4m}{\beta n} + \frac{n - \ell}{\lambda} \right) + \epsilon.
\]

Next we will show that the function \(g(m, \ell)\) is negative for all values of \(0 \leq m \leq \lfloor n^{1/2} \rfloor\), and \(\ell \geq m\). To do so we will prove that \(g(m, m) < 0\), \(g(m, n) < 0\), and \(\frac{\partial^2 g(m, \ell)}{\partial \ell^2} > 0\) to show that the function is concave up.

We will handle the case when \(m = 0\) similarly except that \(m = \ell = 0\) is the empty state which is excluded from our analysis because it belongs to the set \(C\). So we will replace \(g(m, m) < 0\) above with the following for \(m = 0\), \(g(0, 1) < 0\).

The details of the proof are merely calculations and are presented below.
1. \( g(m, m) < 0. \)

\[
g(m, m) \times 2n^{11/4} \beta \alpha' (n^{7/4} \alpha' - 1) = \\
8m^2 - 8m n + 8m^2 n^{3/2} \alpha - 8m n^{5/2} \alpha + 2m n \beta + 10m^2 n \beta - 2n^2 \beta \\
-12m n^2 \beta + 2m^3 \beta + 2m^2 n^{5/2} \alpha \beta - 2n^{7/2} \alpha \beta - 4m n^{7/2} \alpha \beta \\
+2n^{9/2} \alpha \beta - 4m^2 n^{5/4} \alpha' + 8m n^{7/4} \alpha' - 8m^2 n^{7/4} \alpha' + 8m n^{11/4} \alpha' \\
-4m^2 n^{11/4} \alpha \alpha' + 8m n^{13/4} \alpha \alpha' - 8m^2 n^{13/4} \alpha \alpha' + 8m n^{17/4} \alpha \alpha' \\
-5m^2 n^{9/4} \beta \alpha' + 6m n^{11/4} \beta \alpha' - 8m^2 n^{11/4} \beta \alpha' + m n^{13/4} \beta \alpha' \\
+8m n^{15/4} \beta \alpha' - m^2 n^{15/4} \alpha \beta \alpha' + 2m n^{17/4} \alpha \beta \alpha' + m n^{19/4} \alpha \beta \alpha' \\
-2m n^{11/4} \beta \epsilon \alpha' + 4m^2 n^3 (\alpha')^2 - 8m n^{7/2} (\alpha')^2 + 4m^2 n^{9/2} \alpha (\alpha')^2 \\
-8m n^5 \alpha (\alpha')^2 + 4m^2 n^4 \beta (\alpha')^2 - 6m n^{9/2} \beta (\alpha')^2 + 2n^{9/2} \beta \epsilon (\alpha')^2
\]

The dominant term is \(-8m n^5 \alpha (\alpha')^2\) for sufficiently large \(n\) and \(\alpha > \beta\).

2. \( g(m, n) < 0. \)

\[
g(m, n) \times n^{2} \beta^2 \alpha' = \\
n^{11/4} \alpha \beta^2 - 16n^2 \alpha' + 16mn \alpha' - 16m^2 n^{3/2} \alpha \alpha' + 16m n^{5/2} \alpha \alpha' \\
+2m^2 \sqrt{n} \beta \alpha' - 4m n \beta \alpha' - 16m n^2 \beta \alpha' + 16m^3 \beta \alpha' + 2m^2 n^2 \alpha \beta \alpha' \\
-4m n^{5/2} \alpha \beta \alpha' + 2m n^{5/2} \beta^2 \alpha' - 3n^3 \beta^2 \alpha' + n^2 \beta^2 \epsilon \alpha'
\]

Given that \(\beta = 17\) and \(\epsilon = \sigma < 3\), the dominant term here is \(-3n^3 \beta^2 \alpha'\).

Note that when \(m\) approaches its upper bound for this case which is \([n^{3/2}]\), then there will be other terms which are larger. However, all of these terms will be dominated by another negative term, namely \(-4m n^{5/2} \alpha \beta \alpha'\).

3. \( \frac{\partial^2 g(m, n)}{\partial \alpha'^2} > 0. \)

\[
2 \left(4m n^{3/4} - \beta\right) \left(4m \alpha' n^{7/4} - \alpha m^{3/2} - 5\right) j \left(\alpha' \beta n^{7/4} \left(\alpha' n^{7/4} - 1\right)\right) > 0
\]

1'. \( g(0, 1) < 0. \)
\[ g(0, 1) \times (n^{7/4} \beta \alpha' (n^{7/4} \alpha' - 1) = \\
6 \beta - 7n \beta + n^2 \beta + n^{3/2} \alpha \beta - 3n^{5/2} \alpha \beta + n^{7/2} \alpha \beta - 20n^{3/4} \alpha' \]
\[+ 4n^{7/4} \alpha' - 4n^{9/4} \alpha \alpha' + 4n^{13/4} \alpha \alpha' - n^{7/4} \beta \alpha' + 4n^{11/4} \beta \alpha' \]
\[+ n^{13/4} \alpha \beta \alpha' - n^{7/4} \beta \epsilon \alpha' + 16n^{5/2} (\alpha')^2 - 3n^{7/2} \beta (\alpha')^2 + n^{7/2} \beta (\alpha')^2. \]

The dominating term is \(-3n^{7/2} \beta (\alpha')^2\), which dominates \(+n^{7/2} \beta \epsilon (\alpha')^2\) since \(\epsilon < 3\) and \(\alpha < (3-\epsilon)(\alpha')^2\). All other terms are asymptotically smaller.

**Case 2.** \(m(X_t) \geq \lceil n^{1/2} \rceil\)

For convenience, let us again define \(m = m(X_t)\) and for this case let \(k = k(X_t) = m + 2n\). In this case we will allow the system to run for \(k\) steps, and we will show that, given that we start in state \(X_t\) with \(m(X_t) \geq \lceil n^{1/2} \rceil\), then

\[ E[f(X_{t+k}) - f(X_t)] \leq -\sigma k. \]

The intuition is similar to the one used for Case 2 in the proof of positive recurrence of \(c\)-ary exponential backoff. Again, we are faced with the technical difficulty regarding the independence between some of the events and for this reason, it is helpful to identify “preamble steps” (steps in \(\tau_0\), “exceptional steps” (steps in \(\tau_1\), and also “following steps”. The definitions of these subsets of \(\tau\) are almost identical to what was done in the proof for \(c\)-ary exponential backoff, and the reader is referred to the discussion and illustrative example presented there. However, we will basically show that outside of these excluded steps, there are many occasions on which the active users will have a good chance of succeeding. This will produce the required drop in the expected change of the potential.

Define \(W = n^{1/2}/(c^{13} \beta), A = \frac{6}{\alpha} n^{1/4}\), and let \(\tau\) be the set of steps \(\{t, \ldots, t+k\}\). Let \(S\) denote the random variable equal to the number of successfully sent messages in \(\tau\), and let \(p = \Pr(S \geq W)\) be the probability that during \(\tau\) the
system sends at least $W$ messages successfully. Then we have

$$E[f(t + k) - f(t)] \leq cn^{3/2} \lambda k - cn^{3/2}E[S] + \sum_{i=1}^{n} \sum_{t' = t+1}^{t+k} E[a_i(t') - a_i(t' - 1)]$$

$$\leq cn^{3/2} \lambda k - cn^{3/2}Wp + kn$$

$$\leq \frac{3\alpha}{\alpha'} n^{7/4} - cn^{3/2}Wp + 3n^2$$

$$\leq -\sigma k,$$

where the final inequality holds as long as $Wp > \frac{4}{\alpha'} n^{1/2}$ and $n$ is sufficiently large. This is true for any $p > 4 \cdot e^{13} \beta / \alpha$, which we will show next with plenty to spare.

To calculate the lower bound on $p$, let us define $B = [W] + [A]$, and the period $\tau_0 = t, \ldots, t + m - 1$. Let $\tau'(i)$ be the set of all $t' \in \tau$ such that $a_i(t') = 0$ and either

1. $q_i(t') > 0$ or
2. there is an arrival at user $i$ at $t'$.

In other words $\tau'(i)$ contains all of the steps in $\tau$ where user $i$ will attempt to send with probability 1. Let $\tau''(i)$ be the set of steps $t' \in \tau$ such that $a_i(t') = 0$ and $q_i(t' - 1) > 0$.

Let $\tau_2$ be the set of all $t' \in \tau$ such that

$$\{(t',i) \mid t'' \in \tau'(i) \text{ and } t'' < t'\} \cup \{(t',i) \mid t'' \in \tau''(i) \text{ and } t'' < t'\} \geq B.$$

Finally, let $\tau_1$ denote the set of all $t' \in \tau - \tau_0 - \tau_2$ such that, for some $i$, $\tau'(i) \cap [t' - B + 1, t'] \neq \emptyset$. Let us now define $E1$ to be the event that there are at most $A$ arrivals during $\tau$.

**Lemma 5.7** $\Pr(\overline{E1}) \leq e^{-\lambda k / 3}$.

**Proof:** The expected number of arrivals in $\tau$ is $\lambda k \leq \lambda 3n \leq \frac{2}{\alpha'} n^{1/4}$. Notice that $A = \frac{6}{\alpha'} n^{1/4} \geq 2\lambda k$. This is double the expected number of arrivals in $\tau$. Using a Chernoff bound, the probability that there are at least $2\lambda k$ arrivals is at most $e^{-\lambda k / 3}$. \hfill $\square$
We will now show that $P_1(S < W \mid E1) \leq 10^{-5}$ for sufficiently large $n$. We begin with the following lemma.

**Lemma 5.8** Given any fixed sequence of states $X_t, \ldots, X_{t+z}$ that satisfies $t + z \in \tau - \tau_0 - \tau_1 - \tau_2$, $q_i(t+z) > 0$, and $a_i(t+z) \leq (\beta + 3)n$, the probability that user $i$ succeeds at step $t + z$ is at least $1/(e^{10}\beta n)$.

**Proof:** If we assume the conditions of the lemma, then the following is true at $t + z$.

- There are no users $j$ with $a_j(t+z) < B$. This is true because we do not consider the steps in $\tau_0$ or $\tau_1$.
- There are at most $B$ users $j$ with $a_j(t+z) < m$. This condition is satisfied since there are $m$ users which started with $q_j(t) > 0$ and $a_j(t) < m$, and after $\tau_0$ all active users which did not succeed in sending or were empty and received a new arrival will have their age counters $\geq m$. Remember that at most $B$ users succeed or have new arrivals.
- There are at most $\min\{m + B, n\}$ users $j$ with $a_j(t+z) < \beta n$.

Therefore, the probability that user $i$ succeeds during step $t + z$ is at least

$$\frac{4}{(\beta + 3)n + 4} \left(1 - \frac{4}{B + 4}\right)^B \left(1 - \frac{4}{m + 4}\right)^m \left(1 - \frac{4}{\beta n + 4}\right)^{n - \min\{m + B, n\}} \geq \frac{4}{(\beta + 3)n + 4} \cdot \frac{1}{e^{10}\beta n} \cdot \left(1 - \frac{4(n - \min\{m + B, n\})}{\beta n + 4}\right) \geq \frac{1}{e^{9((\beta + 3)n + 4)}} \geq \frac{1}{e^{10}\beta n}.$$  

□

**Corollary 5.9** Given any fixed sequence of states $X_t, \ldots, X_{t+z}$ which does not violate $E1$, and satisfies $t + z \in \tau - \tau_0 - \tau_1 - \tau_2$ and where there were fewer than $B$ successes in $t, \ldots, t + z - 1$, then the probability that some user succeeds at step $t + z$ is at least $\frac{1}{e^{10}\beta n \tau}$.  
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Proof: Since there were fewer than $B$ successes, there are at least $m - B \geq n^{1/2}/2$ users with a nonempty queue and age counter $a_i \leq (\beta + 3)n$. For any two users $i$ and $i'$, the event that user $i$ succeeds at step $t + z$ is disjoint with the event that user $i'$ succeeds at the same step. Note that $B \leq \left[ \frac{n^{1/2}}{e^{1/\beta}} \right]$ and $m \geq \left[ n^{1/2} \right]$, and therefore, $m - B \geq n^{1/2}/2$. Summing for $m - B$ users, the probability that one of them succeeds at step $t + z$ is at least $\frac{n - B}{e^{1/\beta} m^{1/2}} \geq \frac{1}{e^{1/\beta} m^{1/2}}$. □

Lemma 5.10 If $n$ is sufficiently large then $\Pr(S < W \mid E1) \leq 10^{-5}$.

Proof: If $E1$ is true then $\tau_2$ does not start until there has been $W$ successes. Note that $|\tau - \tau_0 - \tau_1| \geq n$. Using Corollary 5.9 we can show that the expected number of successes in at least $n$ independent Bernoulli trials with probability of success at least $\frac{1}{e^{1/\beta} m^{1/2}}$ is $\geq \frac{n^{1/2}}{e^{1/\beta}}$. For sufficiently large $n$, this is at least twice our goal $W$. A Chernoff bound shows that the probability of having fewer than $W$ successes is at most $e^{\exp(-\frac{n^{1/2}}{e^{1/\beta}})} \leq 10^{-5}$ for sufficiently large $n$. □

Finally, we conclude that

\[
\begin{align*}
p &\geq 1 - \Pr(\overline{ET}) - \Pr(S < W \mid E1) \\
&\geq 1 - e^{-\lambda k/3} - 10^{-5} \\
&\geq 0.9999.
\end{align*}
\]

Case 3. $m'(X_t) \geq 1$ and $m(X_t) < \left[ n^{1/2} \right]$

For every state $X_t$ such that $m'(X_t) \geq 1$ and $m(X_t) \leq \left[ n^{1/2} \right]$, we define $k = k(X_t) = 2\left[ n^{1/2} \right]$. Again, let $m = m(X_t)$ and $m' = m'(X_t)$. Let $\tau = \{t, \ldots, t+k-1\}$, $\tau_0 = \{t, \ldots, t+\left[ n^{1/2} \right] - 1\}$, and let $S$ denote the number of successfully sent messages in $\tau$. Finally, let $p = \Pr(S \geq 1)$.

Since in this case $m' \geq 1$, there is at least one user $j$ such that $a_j(t) \leq \left[ 16n^{1/2} \right]$ and $q_j(t) > 0$. Let $E1$ be the event that there are no new arrivals during $\tau$.

Lemma 5.11 $\Pr(\overline{ET}) \leq 10^{-5}$. 
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The expected number of arrivals in $k$ steps is $o(1)$, and therefore,

$$\Pr(E_1) \geq \left(1 - \frac{\lambda}{\eta}\right)^{nk} \geq 1 - \lambda k \geq 1 - 10^{-5}.$$ \hfill $\Box$

The next lemma calculates the probability that user $j$ will send successfully after $\tau_0$.

**Lemma 5.12** Consider the fixed sequence of states $X_t, \ldots, X_{t+z}$ which does not violate $E_1$ such that there are no successes during the period $[t, \ldots, t + z - 1]$ and $t + z \in \tau - \tau_0$. Then the probability that user $j$ succeeds at step $t + z$ is at least $1/(18e^4[n^{1/2}])$.

**Proof:** The conditions of the lemma and the protocol imply that there were no successes during $[t, \ldots, t + z - 1]$ and that $t + z \notin \tau_0$. Also, since we are assuming event $E_1$, there are no new arrivals (which potentially may create users with very small counters). This leads us to conclude that all age counters of nonempty users are at least $[n^{1/2}]$, and the following is true:

- There are no users $i$ with $a_i(t + z) < [n^{1/2}]$.
- There are at most $m < [n^{1/2}]$ users with $a_i(t + z) < \beta n$.
- For the special user number $j$, $q_j(t + z) > 0$ and $a_j(t + z) > [18n^{1/2}]$.

Therefore, probability that user $j$ succeeds at step $t + z$ is at least

$$\Pr(E_1) \geq \frac{4}{[18n^{1/2}] + 4} \left(1 - \frac{4}{[n^{1/2}] + 4}\right) \left(1 - \frac{1}{\beta n}\right)^n \geq \frac{4}{[18n^{1/2}] + 4} \cdot \frac{1}{e} \left(1 - \frac{1}{\beta}\right) \geq \frac{1}{18e^4[n^{1/2}]}. \hfill \Box$$

**Lemma 5.13** If $n$ is sufficiently large then $\Pr(S < 1 \mid E_1) \leq e^{-1/(18e^4)}$. 
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Proof: There are at least $|r - \tau_0| \geq [n^{1/2}]$ steps where Lemma 5.12 shows that the probability of having no success in each step is a Bernoulli trial with probability of success $\geq 1/(18e^4[n^{1/2}])$. Therefore, the probability of having no success at all in the $|r - \tau_0|$ steps is at most

$$
\left(1 - \frac{1}{18e^4[n^{1/2}]\right)^{[n^{1/2}]}} \leq e^{-1/(18e^4)}.
$$

To conclude Case 3, observe that $p \geq 1 - \Pr(E1) - \Pr(S < 1 \mid E1)$. Using Lemmas 5.11 and 5.13, this is at least $1 - 10^{-5} - e^{-1/(18e^4)} \geq 0.001$. Therefore, the expected change in the potential in $k$ steps is

$$
E[f(X_{t+k}) - f(X_t)] \leq \alpha n^{3/2}(\lambda k - \mu p) + nk
\leq \alpha n^{3/2}(\frac{4}{\alpha n^{1/4}} - 0.001) + 2n^{3/2}
\leq -\sigma (2[n^{1/2}])
= -\sigma k.
$$

This concludes Case 3. Finally, we prove the main result of this section.

Proof of Theorem 5.1: Suppose that $\lambda \leq 1/(\alpha n^{3/4})$, then Lemmas 5.2, 5.6, and 5.5 show that the conditions of Lemma 2.8 are all satisfied by the Markov chain $X_t$ and the associated potential function $f$. Notice also that the load of the system is $L(x) \leq f(x)$ for any state $x$. Thus, using Lemma 2.8 we conclude that $E[T_{rel}] < \infty$ and $E_x[L(X_t)] < \infty$.

5.2 The Stability of Sublinear Age-based Protocols

In the previous section, we examined an age-based protocol where active users with age $a_i$ send with probability $\Theta(1/a_i)$. In this section, we will consider protocols where the send probability is $\Theta(a_{i}^{-\varepsilon})$ for some $0 < \varepsilon < 1$. We will show that such protocols are “stable”, in the sense that the expected time to return to the empty state is finite (i.e. the chain is positive recurrent), as long as the
arrival rate is \( \lambda < 1/(\alpha n^{1+1/\varepsilon}) \) for some sufficiently large constant \( \alpha \) and big enough \( n \). Note that we use the symbol \( \varepsilon \) for the powers of the age counters and in the arrival rate, which should not be confused with the symbol \( \varepsilon \) used in Theorem 2.2.

The formal result regarding the stability of these age-based protocols is stated in the following theorem.

**Theorem 5.14** Suppose that a multiple-access channel is shared by \( n \) users running an age-based protocol and that user \( i \) with a nonempty queue sends with probability \( p_i = (a_i^\varepsilon + 1)^{-1} \) for some constant \( 0 < \varepsilon < 1 \). Then there exists a constant \( \alpha \) such that if \( n \) is sufficiently large, and the overall arrival rate to the system is \( \lambda \leq \frac{1}{\alpha n^{1+1/\varepsilon}} \) then the expected return time to the empty state is finite.

**Proof:**

Let \( X_t \) be the Markov chain representing the system. Each state in \( X_t \) is a \( 2n \)-tuple holding the information about the \( n \) queue sizes and the \( n \) age counters. The potential function is defined as

\[
f(X_t) = 8n^{1+1/\varepsilon} \sum_{i=1}^{n} q_i(t) + \sum_{i=1}^{n} a_i(t).
\]

We will invoke Theorem 2.2 to prove that the expected waiting time is finite. Note that the Markov chain \( X_t \) satisfies the initial conditions of the theorem. That is, it is time-homogeneous, irreducible, and aperiodic and has a countable state space.

The proof will be divided into two cases depending on the magnitude of the age counters. The cases and their analysis will be similar to what we have been doing for the other protocols discussed earlier. The intuition behind the proof is as follows. In the first case we will assume that there is a nonempty queue with a small age counter. Since each active user sends with probability \( (a_i^\varepsilon + 1)^{-1} \) and there might be many users with small counters, we will allow the system to run for \( n^{1/\varepsilon} \) steps to raise these counters to a suitable level. Then in the next \( n^{1/\varepsilon} \) steps at least one queue will have a good chance of sending
successfully. If we assume that the arrival rate is low enough, the queue part of the potential will be negative and will dominate the drift and make it also negative. The second case will depend on the large age counters and the fact that if one of them succeeds then the drop in the potential will be very large. In this case, the age counter part of the potential will dominate the other terms and the drift will become negative.

**Case 1. There exists a user** \( \xi \) **with** \( q_\xi(t) > 0 \) **and** \( a_\xi(t) < n^{1/\varepsilon} \).**

For every state \( s \), such that there exists a user \( u \) with \( q_u > 0 \) and \( a_u < [n^{1/\varepsilon}] \), we will define an integer \( k \) (which depends upon \( s \)) and we will show that, if \( X_t = s \), then \( E[f(X_{t+k}) - f(X_t)] \leq -\varepsilon k \), for some constant \( \varepsilon > 0 \).

For this case, let \( k = 2[n^{1/\varepsilon}] \), let \( \tau \) be the set of all steps \( \{t, \ldots, t + k - 1\} \), and let \( S \) be the random variable denoting the number of successes that the system has during \( \tau \). Let \( p = P_r(S \geq 1) \). Then we have

\[
E[f(X_{t+k}) - f(X_t)] \leq 8n^{1+1/\varepsilon}(\lambda k - E[S]) + \sum_{i=1}^n \sum_{t=t+1}^{t+k} E[a_i(t') - a_i(t' - 1)]
\]

\[
\leq 8n^{1+1/\varepsilon}(\lambda k - p) + kn
\]

\[
\leq 8n^{1+1/\varepsilon} \frac{1}{\alpha n^{1+1/\varepsilon}} 2[n^{1/\varepsilon}] - 8n^{1+1/\varepsilon} p + 2[n^{1/\varepsilon}]n
\]

\[
\leq \frac{16}{\alpha} [n^{1/\varepsilon}] - 8n^{1+1/\varepsilon} p + 4[n^{1+1/\varepsilon}]
\]

\[
\leq -\varepsilon k,
\]

where the final inequality holds when \( p \geq 1/2 \) and \( n \) and \( \alpha \) are sufficiently big.

Thus we must show that \( p \geq 1/2 \). Let \( E1 \) be the event that there are no new arrivals into the system throughout \( \tau \), and note that

\[
P_r(E1) \geq 1 - \lambda k \geq 1 - \frac{4}{\alpha n} \geq 1 - 10^{-5}.
\]

Let \( \tau_0 \) denote the steps \( \{t + 1, \ldots, t + [n^{1/\varepsilon}] - 1\} \).

Consider any fixed sequence of states \( X_t, \ldots, X_{t+z} \) where:

1. the steps do not violate \( E1 \),
2. \( t + z \in \tau - \tau_0 \),
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3. \( q_u(t+z) > 0 \), and

4. \( a_u(t+z) \leq 3n^{1/\varepsilon} \).

Then the probability that user \( u \) succeeds at step \( t+z \) is

\[
p_u \cdot \prod_{j \neq u} (1 - p_j) \geq \frac{1}{\alpha_u + 1} \prod_{j \neq u, q_j \geq 1} \left( 1 - \frac{1}{\alpha_j + 1} \right) \prod_{j \neq u, q_j = 0} (1 - \lambda_j)
\]

\[
\geq \frac{1}{3^zn + 1} \prod_{j=1}^{n-1} \left( 1 - \frac{1}{n} \right)
\]

\[
\geq \frac{1}{4n + 1} \cdot \frac{1}{4}
\]

\[
\geq \frac{1}{32n}.
\]

Inequality (5.7) is due to the fact that for all empty users \( j \), the probability of getting an arrival is \( \lambda_j \leq 1/n \). Also, all nonempty queues other than queue \( u \) will have their age counters reach at least \( \lceil n^{1/\varepsilon} \rceil \) since \( t + z \notin \tau_0 \). Finally, there are \( n - 1 \) users other than user \( u \).

Since there are at least \( |\tau - \tau_0| = \lceil n^{1/\varepsilon} \rceil \) steps satisfying Conditions 1-4, \( \Pr(S \geq 1) \) is bounded from below by the probability of success in \( n^{1/\varepsilon} \) Bernoulli trials with probability of success \( \frac{1}{32n} \) in each trial. Thus, for \( n \) sufficiently big,

\[
\Pr(S < 1 \mid E1) \leq \left( 1 - \frac{1}{32n} \right)^{\lceil n^{1/\varepsilon} \rceil}
\]

\[
\leq e^{-(n^{1/\varepsilon} - 1)/32}
\]

\[
\leq 10^{-5}.
\]

This shows that \( p \geq 1 - \Pr(S < 1 \mid E1) = \Pr(E1) - \Pr(E1) \geq 1/2 \) and we are done with this case.

**Case 2.** For all users \( i \), if \( q_i(t) > 0 \) then \( a_i(t) \geq n^{1/\varepsilon} \)

A single step will be sufficient to show that the drift is negative in this case. Thus for all states \( s \) in this case, \( k(s) = 1 \). Given any state \( s \) where all users \( i \) with \( q_i > 0 \) have \( a_i \geq n^{1/\varepsilon} \), we will show that

\[
E[f(X_{t+1}) - f(X_t)] \leq -\epsilon.
\]
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Let $\ell$ denote the number of users $i$ with $q_i \geq 1$, and assume without loss of generality that these nonempty users are users $1, \ldots, \ell$. In a single step, the total queues size is expected to increase by $\lambda$, and this gets multiplied by $8n^{1+1/\varepsilon}$ when calculating the expected change in the potential. Meanwhile, the age counters will increase by 

$$\sum_{i=1}^{n} a_i(t + 1) - a_i(t) \leq \sum_{i=1}^{\ell} 1 + \sum_{i=\ell+1}^{n} \lambda_i \leq \ell + \lambda.$$ 

The first inequality is justified by the fact that the age of nonempty users can increase by at most 1, while the empty user’s age increases by 1 when it receives an arrival.

Since there are $\ell$ users with $q_i > 0$ and $a_i \geq n^{1/\varepsilon}$, each of user $i$ has an age counter which is expected to decrease (when it succeeds) by at least 

$$p_i \prod_{j \neq i} (1 - p_j)(a_i) \geq \frac{1}{a_i^{\varepsilon} + 1} \left( 1 - \frac{1}{n} \right)^{n-1} (a_i) \geq \frac{a_i^\varepsilon}{2a_i^{\varepsilon}} \cdot \frac{1}{4} = \frac{1}{8} \cdot a_i^{1-\varepsilon} \geq \frac{1}{8} \cdot n^{1/\varepsilon-1}.$$ 

Therefore, the expected change in the potential in a single step is 

$$E[f(X_{t+1}) - f(X_t)] \leq 8n^{1+1/\varepsilon} \lambda + \ell + \lambda - \sum_{i=1}^{\ell} \Pr(\text{User } i \text{ succeeds}) \cdot (a_i) \leq \frac{8}{\alpha} + \ell + \lambda - \ell \cdot \frac{1}{8} \cdot n^{1/\varepsilon-1} \leq -\varepsilon$$

where the last inequality is true because $0 < \varepsilon < 1$ and $n$ is sufficiently large. This concludes Case 2 of the proof.

Now we are ready to show that the Markov chain $X_t$ is positive recurrent. Let us define the set $C$ in Theorem 2.2 as the set consisting of the empty state.
only. The function $k$ is defined as $k(s) = 2\lfloor n^{1/\varepsilon} \rfloor$ for states $s$ in Case 1, and $k(s) = 1$ for states in Case 2. By the analysis in the previous two cases, we have shown that Condition (2.4) is satisfied. Clearly, Condition (2.5) is satisfied by the set $C$ and the potential function $f$. Thus we conclude using Theorem 2.2 that the Markov chain is positive recurrent, and thus the expected return time to the start state is finite. □
Chapter 6

Remarks and Open Problems

The review of related results that was presented in Chapter 1 showed that most of the efficient and well studied protocols for the multiple-access channel problem require ternary feedback and at least some limited sensing to achieve high arrival rates. On the other hand, other results indicate that some protocols perform well when they obtain some information about the number of users in the system. The only exception to these results (in the sense that the protocol was purely acknowledgement-based) was the polynomial backoff protocol analysed by Håstad, Leighton and Rogoff. This result and the excellent paper it appeared within caused a revival of interest into acknowledgement-based protocols. This was coupled with some new applications for these protocols such as optical parallel computing [24, 37] which motivated more research [22].

Furthermore, we presented in Chapter 1 some practical situations where it was necessary to use an acknowledgement-based protocol. This was evident in examples such as TCP/IP networks and web applications where the client had no way of monitoring the conflicts at the server when it did not participate in these conflicts. Such full-sensing would undoubtedly overwhelm the resources of a distributed network such as the Internet. Thus, acknowledgement-based protocols are the only solution in applications which have one or more of the following properties:
1. the population size is unknown and may vary immensely over time,

2. only acknowledgements are returned by the channel or server, and

3. users may join or leave the contention process and thus cannot use full sensing which requires knowledge of the full history.

Unfortunately, there are many open questions regarding the stability and performance of acknowledgement-based protocols. This is true even for popular protocols such as binary exponential backoff, and especially in the (more realistic) finite model. The results of Goodman, Greenberg, Madras, and March [25] were a starting point that obtained quite a low value for the stable arrival rate of binary exponential backoff. Other results were obtained later by Hästad, Leighton, and Rogoff [27] regarding the stability of polynomial backoff protocols. However, the only provable bound on the expected average load for this protocol is exponential. Also, the gap between the upper and lower bounds is still large. We have tried in this thesis to decrease this gap, with some substantial success for the upper bound on the stability rate. However, the gap is still large between $1/2$ and $\Theta(n^{3/4 + \epsilon})$.

Thus, perhaps the most important open question posed at the end of this study about this class of protocols is the following: Does there exist a purely acknowledgement-based protocol which is stable for a constant arrival rate and which has small (say polynomial in $n$) expected load or waiting time?

### 6.1 Remarks and Open Problems on the Protocols

In this section we present some remarks on the methods used in this thesis for studying contention resolution protocols. We also include some open questions which we could not answer or which were created by our investigation of these protocols.
6.1.1 Exponential Backoff Protocols

The results in Chapters 2 and 3 are the core of this study, and their development has taken most of the time spent working toward this thesis. The proof in Chapter 3 which was originally for binary exponential backoff only, grew and grew in a manner resembling the giant component. It started as a proof of positive recurrence of binary exponential backoff for a much lower arrival rate. Then improvements in were made slowly, until it resulted in the paper by Al-Ammal, Goldberg, and MacKenzie [3]. Then it developed to a proof for the general -ary class for any . However, even though the improvement in the stability rate is substantial over the bound discovered by Goodman et al. [25], we still did not answer the question whether there exists a constant such that the protocol is stable for . This, in my opinion, is a very important open problem, especially since the best known upper bound for stability is 1/2. It would also be nice if the form of stability of binary exponential backoff was strengthened from positive recurrence to strong stability.

We have discovered that in general, there are two main difficulties with proving stability for backoff protocols using natural potential functions similar to the ones used in this thesis.

1. Because of the backoff counters part of the potential, the single step jumps in the potential are unbounded. This is unfortunately true for both negative and positive jumps, and this eliminates the possibility of using many useful theorems for showing either stability or instability which require some bound on the jumps (such as the results in [15]).

2. The backoff counters change stochastically. Hence, after a known number of steps, their values are not exactly known. This was handled by obtaining large deviation probabilistic bounds on the counters in Lemma 3.2. These difficulties are also present on the instability side, where again bounded jumps are necessary for showing transience.

The analysis that we presented for -ary exponential backoff (including
the case divisions and the given scenario in each case) clarifies some of the mechanisms responsible for the protocol’s stability. For example, in Case 2 of the proof for $\text{c}$-ary backoff (which is illustrated by an example in Figure 3.1), we noticed that every time a large number of users have small backoff counters, they will collide until they back off by increasing their counter’s value (this is what happens in $\tau_0$). Then there will be a period of time where most of these users will send successfully if they run for a reasonable amount of time (steps in $\tau - \tau_0 - \tau_1 - \tau_2$). This period may be briefly interrupted by a message succeeding or a message arriving into an empty user. However, although this will create a user with a very small backoff counter, it is not in itself a “bad” thing. In our analysis we ignore such users (and the steps after they are created) until they back off from sending with such high probability (these steps are excluded by placing them in $\tau_1$).

To be able to show that the protocol is stable for a constant arrival rate (if that is in fact true), perhaps it would be wiser to consider carefully what happens in $\tau_1$. When a new arrival is received by an empty user, all other active users have counters which are sufficiently high for this new message to be sent immediately with probability close to $1/e$. Also, when some user succeeds, it does not necessarily create conflict, since it has a high probability of sending the rest of its messages successfully while other users are backing off from sending. This creates an effect similar to the capture effect utilised by Håstad, Leighton, and Rogoff [27] for showing that polynomial backoff is stable. However, in our analysis, we completely ignore this effect and choose the worst possible scenario. Although this simplifies the analysis, it also (perhaps) lowers the stability arrival rate. We should also note that the capture effect is noticeable in the exploratory simulations that were executed for the exponential backoff protocol.

The reader might suggest doing some experimental work toward investigating this problem. However, simulations can be quite misleading because of the following reasons:
1. Simulations for polynomial backoff presented in Table I of [27] show a huge amount of average load after 10 million steps for arrival rates bigger than $1/2$. However, the same paper presents a proof showing that polynomial backoff is stable for any $\lambda < 1$.

2. Aldous states that simulations and heuristic arguments suggest that for many backoff functions, the protocol enters a finite but very long period where the load is very low, before instability sets in and the system load explodes [4]. When this is the case, even very long simulations might not be sufficient for showing that the system load increases unboundedly.

Thus, simulations cannot give an accurate picture of a protocol’s stability. However, such experiments can help guide the researcher toward gaining some intuition which may be used in a formal proof.

Regarding the relationship between the finite and infinite models, we notice that the queues in the finite model seem to have a stabilising effect. Intuitively, they stabilise the system by limiting the number of stations in contention to a maximum of $n$. The binary exponential backoff protocol is known to be unstable in the infinite model for any arrival rate. Kelly and Kelly and MacPhee [34, 35] showed this for $\lambda > \ln 2$, and Aldous [4] showed that it holds for all positive $\lambda$. However, note that it can be misleading to view the infinite model as the limit (as $n$ tends to infinity) of the finite model. For example, the polynomial backoff protocol is known to be unstable (for any positive $\lambda$) in the infinite model [34, 35], but it is stable (for any $\lambda < 1$) in the finite model [27]. Thus, Aldous’s result regarding the instability of binary exponential backoff does not rule out the possibility that there is a positive constant $\lambda^*$ such that binary exponential backoff protocol in the finite model is stable whenever $\lambda < \lambda^*$.

On the instability of $c$-ary exponential backoff, Theorem 4.2 does not do better than the result obtained by Håstad, Leighton, and Rogoff [27] for the binary case. This is mainly due to the fact that both results depend on showing that all states with large enough potential have nonnegative drift. Consequently, the weakest such state is the state when there exists a nonempty user with backoff
counter equal to 0, and all other users are empty. Thus, with relatively high probability, this active user will succeed in sending, and the drift will be negative. This situation required the arrival rate to be greater than \( \lambda_0 \) (where \( \lambda_0 \) is the solution for \( \lambda_0 = e^{-\lambda_0} \)) to ensure nonnegative drift. It remains to be seen whether a multiple step analysis can bypass this and similar cases. Certainly, Håstad et al. [27] used such an analysis with Aldous’s result for the infinite case to reduce \( \lambda \) to at least \( 1/2 \) for instability.

Finally, when a number of protocols are stable for a sufficiently large arrival rate, measuring the expected load or waiting time for these protocols becomes vital. Although Håstad, Leighton, and Rogoff [27] showed that polynomial backoff is stable for any \( \lambda < 1 \), they claim that their analysis can be used to calculate the upper bound \( E[L_{avg}] = O(2^{Q(n)}) \), where \( Q(n) \) is a polynomial function in \( n \). It is clear from the instability results for binary exponential backoff that it is unstable for \( \lambda > 1/2 \) [27]. This leads us to another open question regarding the performance of backoff (and in general acknowledgement-based) protocols under a stable arrival rate. In particular, it would be crucial to obtain polynomial or sub-polynomial bounds on the expected load of the system or the expected waiting times of messages. More on this question in the next section where we give some remarks on the age-based protocols studied in this thesis.

### 6.1.2 Age-based Protocols

The age-based protocol studied in Section 5.1 was similar to binary exponential backoff and the way it increased its send probabilities. These similarities enabled us to apply essentially the same methods for showing its stability. However, the potential function and the underlying Markov chain had some properties which made the analysis simpler than binary exponential backoff. The main such property was the ability to bound the upward jumps in the potential function. This enabled us to obtain a stronger form of stability than positive recurrence.

Returning back to the issue of getting performance bounds for the proto-
col when it is stable, the following open question was also posed by Håstad et al. [27]:

“It would be nice to determine the behaviour of $E[L_{avg}]$ as a function of $n$ and $1 - \lambda$ for polynomial backoff protocols. In particular, it would appear that the upper bounds are most in need of improvement. Once this is done, it might be possible to decide which polynomial backoff protocol is best (i.e., which minimised $E[L_{avg}]$ for particular $\lambda$ and $n$).”

It might be possible to give a partial answer this question using a technique proposed by Bertsimas, Gamarnik, and Tsitsiklis [5] which can calculate the expected value of the potential function in the steady state of the Markov chain. Their method works for any irreducible, countable state space, homogeneous and aperiodic Markov chain. However, they assume that the chain is positive recurrent with stationary distribution $\pi$ and that the expected value of the potential function is bounded in the stationary distribution ($E_\pi[f(X_t)] < \infty$). Furthermore, they assume that the jumps of this potential function are bounded in the absolute value by a constant $\nu$, and that if the potential exceeds some constant $V_0$, then the drift is provably $\leq -\gamma$. If all of these conditions are met, then the expected value of the potential function is $E_\pi[f(X_t)] \leq V_0 + 2\nu^2/\gamma$.

The nice property about this method is that as a by-product of a stability analysis, the researcher usually calculates the value of $\gamma$ and $V_0$. Thus we can obtain bounds on the expected value of the potential function (and therefore on the expected load or the waiting time, given that the potential is an upper bound on these measures).

Unfortunately, we could not show that for exponential backoff protocols the expected value of the potential function is bounded. However, we have shown that $E_\pi[f(X_t)] < \infty$ for the linear age-based protocol defined in Section 5.1. There are two other problems with applying the methods of Bertsimas et al. to obtain a bound on the expected value of the potential. First, the jumps of our potential function are not bounded by a constant $\nu$. This problem can be overcome by calculating a bound on the upward jumps $\nu_{up}$ and an expected
bound on the downward jumps \( \nu_{\text{down}} \). Setting \( \nu = \max\{\nu_{\text{up}}, \nu_{\text{down}}\} \) will make their proof work for our Markov chain. Secondly, the drift they use (i.e. \( \gamma \)) is calculated for a single step, while we need multiple steps to get negative drift. This problem can be fixed by extending their proof using an embedded chain method such as the one used in Chapter 2.

Given that these changes are made to their proof, and noting that \( V_0 \) and \( \nu \) are polynomial in \( n \), and that the drift is inverse polynomial, it seems that we can show that \( E_\nu[f(X_t)] < \text{poly}(n) \). Since the potential function is an upper bound on the ages of the messages in the system, this can also give us a polynomial bound on the expected waiting time in the steady state.

By studying protocols with \( p_i = i^{-\varepsilon} \) we were attempting to achieve better stability. Intuitively, comparing polynomial and exponential backoff protocols and their stability indicates that using a function slower than exponential would lead to more stability. Hastad et al. [27] argue that exponential backoff isn’t stable for high arrival rates because it backs off too much, and that researchers should study protocols where the probability of retransmission decreases more slowly. However, the provable stable arrival rate obtained in Theorem 5.14 gets worse as \( \varepsilon \) approaches 0. We do not think that this reflects what is truly happening, and is probably caused by the specific potential function used in the proof. Perhaps a capture argument such as the one used in [27] will work better for the problem in Section 5.2.

### 6.1.3 The Search for \( n \)

A major part of the design of any contention resolution protocol is concerned with finding an approximate value of the number of users participating in the contention process. In the case of \( m \)-ary feedback, this information is immediately available and protocols can perform very well. However, \( m \)-ary feedback is usually not available for many practical situations. Thus, a protocol must have some mechanism for approximating \( n \) from the limited binary or ternary feedback available to it.
In the case when $n$ is fixed and known to all users, the simple ALOHA protocol which sends with probability $1/n$ has been shown to be stable if and only if the arrival rate is $\lambda < 1/e$ [53]. The same paper showed that the expected waiting time for messages is $O(n)$. Furthermore, because of the simplicity of the potential function and the fact that its jumps are bounded by a constant, it can be shown that the Markov chain is geometrically ergodic using the technique developed by Spieksma and Tweedie [49]. This is possible because the geometric ergodicity property follows when the potential function is bounded in the absolute value and the chain is ergodic (see also Theorem 16.3.1 in Meyn and Tweedie [41]). However, when $n$ is not fixed or unknown, the ALOHA protocol can be unstable for increasingly lower arrival rates, and we must find ways of estimating the value of $n$.

Backoff protocols have very simple tools for estimating the value of $n$. When $n$ users are in contention, the backoff counter and the backoff function are used to reach an approximate value of $n$ and send with probability close to $1/n$. For example, consider binary exponential backoff and assume that starting from an empty system, the $n$ users all get new arrivals at the same time step. Thus there will be $n$ users in contention with very small backoff counters. Assuming none of them succeed, after approximately $\Theta(n)$ steps they will all be sending with an expected probability $1/n$, and for a while their actions will resemble the optimised ALOHA protocol described above. However, there are many other events that may complicate this scenario and create more conflict among the users.

Molle [42] argues that binary exponential backoff does a linear search for the value of $n$, and thus the system will waste $\Theta(n)$ steps in the process of approximating $n$. He also argues that such “big bang” scenarios where all station attempt sending at once are quite common in real networks. Molle states that the reason for the slowness caused by the method of approximating the value of $n$ is: “that each host pays attention to only a small fraction of the available information,” and that “no host ever learns from the (scheduling) mistakes of
others" [42, page 25]. To solve this he proposes a limited sensing approach to the problem. Users (or hosts) do not need to monitor the channel from step 1, but when they become active they listen to collisions even when they do not attempt to send. He claims that when $n$ users are in contention, the value of $n$ will be reached in a logarithmic amount of time (instead of linear time in the case of binary exponential backoff).

Considering these remarks, it would be interesting to investigate the stability of such a limited sensing protocol, especially since this type of feedback is available in many broadcast-like channels such as local area networks. Although tree protocols are stable under the limited sensing model, each user joining the system must enter a lengthy synchronisation period. Furthermore, a backoff-like protocol with limited sensing will, in general, be much simpler than a tree protocol.

If $n$ can be approximated in a logarithmic number of steps by such a protocol, then the length of the initialisation steps in $\tau_0$ (in the analysis of Case 2 in Chapter 3) could be very small indeed. This in turn results in a very small number of arrivals which must be sent by the protocol to make the drift negative. Furthermore, the length of the period $\tau_1$ will also be reduced. However, note that such a protocol is no longer acknowledgement-based, since we must assume that active users can sense other users’ collisions.

### 6.2 Other Techniques for Showing Stability

Our principal technique for showing that a contention resolution system is stable has been to model it using a Markov chain, and then to design a potential function that will produce negative drift. The use of Markov chains to model the system is only possible when the arrival process has a well defined distribution which adheres to the Markov property (such as a Bernoulli or a Poisson distribution). We also assumed that the arrivals to each user are independent of the other users. However, both of these restrictions are not available in many
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practical situations. The arrivals may be interdependent and their distribution may not be known or may change after a certain number of steps.

Furthermore, there have been some studies that suggest that the traffic in actual Ethernet networks has a self-similar nature [36]. Such traffic is likely to display similarities across a wide range time scale. The arrivals are not just dependent, but may be so on a large scale. The question, therefore, is how do we show stability in such situations (i.e. when the underlying process is not even a Markov chain)?

If stability is defined as having a bounded expected load only (and nothing is said about the existence of a stationary distribution), then there are techniques for proving this kind of stability for non-Markovian systems. The problem of showing that a sequence of random variables $X_0, X_1, \ldots$ with real valued domain is guaranteed to have $\sup_t E[X_t] < \infty$ was first studied by Hajek [29]. He showed that two conditions were necessary for this sequence of random variables to have bounded expectation. First, the sequence must have bounded exponential moments, and secondly, whenever the value of $X_t$ is large enough it must have negative drift. When these conditions are met, then Hajek showed that $\sup_t E[X_t] < \infty$.

The results of Hajek received increasing attention after the introduction of Adversarial Queueing Theory by Borodin et al. [6]. The authors of this paper studied routing and queueing systems under worst conditions and without any assumptions of independence of arrivals or use of a fixed arrival distribution. Thus they needed a tool for showing stability in a more general context than Markov chain stability. Motivated by this research, Pemantle and Rosenthal [45] showed that such stability is possible under more relaxed condition than a bounded exponential moment. They proved the following theorem.

**Theorem 6.1 (Pemantle and Rosenthal [45])** Let $X_t$ be a sequence of random variables and suppose that there exists constants $a > 0$, $J$, $V < \infty$, and $p > 2$, such that $X_0 \leq J$, and for all $n$,

$$E[X_{t+1} - X_t \mid \mathcal{F}_t] \leq -a \quad \text{on the event} \quad \{X_t > J\} \quad (6.1)$$
Then for any \( r \in (0, p - 1) \) there is a \( c = c(p, a, V, J, r) > 0 \) such that \( E[X_{n+1}^r | X_0, \ldots, X_t] \leq V \). (6.2)

The major advantage of these conditions is that they say nothing about the independence or memorylessness of the sequence \( X_t \). Thus they can be applied to any random variable sequence (not necessarily Markovian). Given a contention resolution system with states \( Y_t \), define a potential function \( f(Y_t) \) which is an upper bound on the system load and set \( X_t = f(Y_t) \). Clearly, if we can show that \( \sup_t E[X_t] < \infty \), then the expected load will also be bounded.

From the initial investigation that we did, it seems that the negative drift condition in this theorem is satisfied by the protocols that we studied earlier for some sufficiently small mean arrival rate. Unfortunately, however, we could not apply these results to the study of backoff and age-based protocols. The main problem seems to be in finding a potential function that satisfies Condition (6.2). This condition seems very strong in the case of our potential functions. For exponential backoff, we cannot satisfy Condition (6.2) when \( p > 1 \). Even in age-based protocols, where positive jumps are bounded by a constant, negative jumps resulting from a huge age counter being reset to zero are unbounded. Perhaps this is another reason for using bounded jump functions (if they exist) for showing stability or instability, since a function with bounded jumps will trivially satisfy this condition.

Another method for proving stability uses fluid limit models. This method is different from the Foster-type conditions which depend on getting negative drift for the potential function. Instead of examining the original discrete Markov chain, the fluid limit model constructs a continuous process which is a scaled limit of the original process. Dai [11] showed that if we can prove that, starting from any initial condition this continuous process eventually reaches 0, then the original system is positive recurrent. This technique has been used for showing stability for Multiclass Queueing Networks [11], problems similar to
bin packing [10], and Adversarial Queueing Networks [19]. It is an interesting but still open question whether the same technique can be used to show stability for contention resolution protocols such as the ones studied here. The major obstacle toward using these methods might be the transformation of problems such as the ones studied here from the discrete world to the continuous world of the fluid limit models.
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